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Abstract

The increasing importance of data science in various fields has underscored the need to democratize data science, ensuring that a broader range of individuals can participate in this rapidly growing interdisciplinary field. The master thesis aims to address this topic by introducing (1) a data action educational framework, and (2) a data science toolkit within the widely used platform “App Inventor” at MIT.

The toolkit enables high school students with no prior data science background to build mobile applications that collect, process, and analyze real-world data. It allows them to experiment with Machine Learning (ML) models, like anomaly detection and regression, and integrate these into their projects to solve impactful real-world problems.

Recognizing the barriers that prevent students from engaging in authentic data science practices, such as cost, access, and complexity, the developed open-source toolkit provides ready-to-use data science code-blocks, conveying necessary data science capabilities with a low learning curve and no required programming knowledge.

Students can develop data thinking skills, including problem-solving and critical thinking, by engaging through the toolkit with data science practices across the entire data science lifecycle, including data collection, cleanup, visualization, and prediction.

The data action educational framework enables K-12 students to foster essential data literacy skills by empowering them to use data to solve real-world problems of high relevance to the students and their community. This shows them the potential of data science and their ability to make an impact through their data-driven solutions.

By making data science more accessible to K-12 students, this research strives to break down barriers and empower a new generation of diverse data scientists. Ultimately, it contributes to the broader goal of democratizing data science education and fostering a more inclusive and diverse data-driven future.
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1. Introduction

“As data, open, big, personal or in any other guise, becomes increasingly important, power will flow to those who are able to create, control and understand data. Those who cannot, will become powerless. Further, their ability to participate in society will be severely challenged as they lack the tools to engage with an important raw material of society.” [FW16].

Today, data plays a vital role in our society, and ML algorithms use data to make decisions on our behalf that impact our future. Schools have not caught up with the data revolution. Little to no schools integrated a data science curriculum covering a complete data lifecycle (see related work chapter 3), leaving the next generation with a lack of data literacy, making them vulnerable to disadvantages in this data-driven world.

Data science courses outside high schools are often not tailored for K-12 education. In addition, the high cost of courses or the advanced programming languages used in a course, assuming prior computational knowledge, could be a barrier for students, preventing them from taking the step to start learning data science.

Existing tools like Python notebooks can be overwhelming for beginners, limiting their potential to explore data science fully. Additionally, the lack of products enabling data visualization on mobile platforms has restricted students’ ability to interact with data effectively.

1.1. Motivation

“Many people encounter Artificial Intelligence (AI) without being aware of it or understanding how the technology functions” [Wil21]. “Curious kids” play with an AI chatbot friend, listen to a bedtime story created by an AI tool, or draw on a digital canvas with an AI artist’s support. They are amazed by the “magic” of AI, but to be true “data wizards” capable of understanding and recreating this magic, they must learn the internals of what makes AI powerful on a deeper level.

The “magic potion” of AI is made out of data. For a powerful model to produce powerful outputs, it must take the right data as input. Thus, data science practices, especially data cleanup, are crucial to creating AI. Some even state that “80% of AI
is data cleanup”\(^1\). However, data cleanup could be challenging and time-consuming, especially when working with real-world data containing real errors [Li+21]. As for children, cleanup is usually the least exciting task.

All these reasons led to K-12 educators eliminating this step when introducing students to AI or data science in general, eliminating a tremendous learning opportunity to acquire a crucial skill. Educators provide students with preprocessed data as a black box. This stops students from reaching their potential as “data wizards”.

We often observe educators focusing on teaching algorithms, statistical methods, or ML models, sometimes overlooking the application of these methods to solve real-world problems.

Some data science high school tasks prompt learners to implement a particular algorithm on a provided dataset. In such instances, educators often design an “ideal” dataset tailored exclusively to the specific algorithm to highlight the algorithm and its associated mathematical and statistical processes. This could result in students memorizing algorithms without knowing when to apply them in the real world. The lack of association between concepts and their application could decrease students’ learning motivation.

Learners need to experiment with various data science techniques to decide which one is the best for the real-world problem at hand. They need to realize that the standard algorithms aren’t always customized for real-world data. They often need to adjust those algorithms to match the characteristics of their specific real-world data.

Rather than instructing various data science tools, we propose initiating the learning process by introducing the diverse applications of data science. This approach aims to inspire students to recognize their own real-world challenges that they would like to address using data science techniques.

Working on real-world problems in data science also means working with real-world data. This comes with additional challenges necessary for young people to learn how to overcome.

One of the foremost challenges revolves around ensuring the quality and integrity of the data itself. Real-world data is frequently characterized by imperfections such as errors, missing values, and anomalies, which can distort the accuracy of analytical results.

Moreover, the diversity of real-world data, presented in structured, semi-structured, and unstructured formats, requires storage, processing, and analysis techniques. Data integration from diverse sources, often with varying structures and quality levels, poses another obstacle. Understanding the complexities of the domain to which the data belongs is imperative for accurate interpretation.

\(^1\)https://www.forbes.com/sites/forbestechcouncil/2022/04/20/managing-the-data-for-the-ai-lifecycle/
1. Introduction

These challenges offer valuable chances for students to learn, which are sometimes overlooked if educators focus solely on teaching the data science algorithms rather than teaching their application in the real world. In addition to acquiring these essential skills, students will develop computational identity and digital empowerment by working on solving their self-identified problems using data science.

We argue that working on solving real-world problems using data science would (1) increase students’ motivation to learn data science, (2) enhance their data literacy and data thinking skills, (3) change their perspective about themselves and about data science, prompting them to acknowledge the impact of data science.

1.2. Objectives

This thesis aims to empower K-12 students to be data scientists. Based on the previous sections, we can derive the following main objectives for this thesis:

**Goal 1: Increase Students’ Motivation for Learning Data Science**

Data science is not a common high school subject. Many high schoolers don’t even know what data science is and why it is essential to discover this field. We aim to integrate a data science curriculum in high schools and motivate students to learn data science by enabling them to work with datasets and projects that they define and choose themselves. We plan to provide learners with tools that lower the entry barrier to data science and provide a risk-free environment to experiment with different data science algorithms.

**Goal 2: Raise Students’ Awareness about Data-Related Topics**

By allowing students to experience the data lifecycle first-hand, we raise their awareness about relevant topics related to data science, like data privacy, the gender data gap, and biases in ML algorithms. Students experience how anomalies influence their prediction results and manipulate data-driven decisions. Students see the number of powerful insights extracted from datasets. This and similar aspects make them realize a data scientist’s power and responsibility to create impactful data-driven solutions.

**Goal 3: Elevate Students’ Skills Set with Data Thinking**

The goal is to extend students’ horizons with data literacy, allowing them to observe their world through data and obtain a data-thinking mindset. The transformation from computational thinking to data thinking is especially important today, with the amount of data exponentially increasing and impacting the daily lives of all individuals. We focus primarily on data cleanup, as it is a crucial step for optimizing the results of data analysis and ML models, however often left out by educators. We elaborate more on the definition of data thinking and the required data literacy skills in section 2.1.2.
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1.3. Key Contributions

This thesis contributes to the field of data science education for young people by presenting:

- A data action educational framework consisting of four topics: (1) Defining a real-world problem; (2) self-acquiring knowledge of the problem’s domain; (3) working with real-world data critically; (4) understanding the impact of data.

- Curriculum for K-12 students, teaching them the data action topics.

- Data Science components in App Inventor, allowing students to apply the data action framework and experience a data lifecycle by developing mobile apps with data science features.

- Results from a research study measuring the efficacy of the data action framework on students’ ability to understand the influence of data and use data science to impact their communities.

1.4. Outline

In the following, we describe the outline of this thesis. Chapter 2 provides the essential theoretical foundation needed to grasp the subject of this thesis. Chapter 3 presents related work and compares it with the approach adopted in this thesis. Chapter 4 elicits the requirements of the proposed App Inventor data science components and its software architecture. It puts the proposed components into perspective with the current App Inventor system, and presents example apps created with the proposed data science components. Chapter 5 describes the data action educational framework and how it is applied to empower students with data science. Chapter 6 describes the research study we conducted to evaluate the educational framework, and the proposed data science components we introduce to App Inventor. Additionally, we also elaborate on the study’s results. Chapter 7 concludes the thesis with an overview and provides an outlook of possible future work.
2. Background

To understand the thesis approach, which centers around empowering kids with data science, it is essential to delineate a clear definition of data science, along with a thorough explanation of the fundamental skill set required for data scientists.

Furthermore, a comprehension of the technical aspects associated with a data science project and the inherent challenges encountered while working with real-life data is essential. Such insights will determine which skill sets are particularly necessary to equip kids.

In addition, it is equally important to comprehend the impact of data science in the 21st century. This knowledge will determine the importance of data science education for future generations. By thoroughly investigating these foundational aspects of data science and its relevance in the current era, the thesis aims to establish a groundwork for exploring the transformative potential of data science education in empowering young people.

This chapter presents the findings of a literature review on data science. First, we examine the definition of data science and discuss data literacy. Next, we focus on the various technical phases of a data science project solving a real-world problem. We also identify the essential skill set data scientists must have to navigate these phases effectively. Lastly, we examine the impact of data science and discuss the role of data science in computational action.

2.1. Data Science

In recent years, the significance of data has been increasingly recognized, with some likening it to the valuable resources of the 21st century, such as gold [EA16]. The exponential growth of data has necessitated the development of solutions for its storage/collection, processing, and analysis. As a response to this demand, the field of data science emerged in the early 1960s [Don17], gaining significant attention as an interdisciplinary academic field [Dha13]. Data Science leverages computer science, statistics, and domain expertise to derive insights from data [Cao17]. In this section, we define what data science is, which skills are acquired in data science, and the technicalities and phases of a data science project. In addition, we discuss the impact of data science and introduce the role of computational action in data science.
2. Background

2.1.1. Data Science Definition

Koby Mike and Orit Hazzan argue that one can not describe data science in one definition as it is a multifaceted field. It can be defined as a science, a research paradigm, a research method, a discipline, a workflow, and a profession [MH23].

Data science focuses on extracting insights from data to solve a problem in a wide range of different application domains [VA16]. It combines principles from mathematics, statistics, computer science, and domain expertise to achieve that [Hay98]. As an interdisciplinary field, data science integrates domain knowledge from the application domain where it is applied [VA16].

Data Science as a Science: Empirical science is a scientific approach that relies on observation, experimentation, and evidence-based data to develop and test hypotheses, theories, and models [Hoo94]. Data science is rooted in empirical science, where data is used to understand natural phenomena and judge theories [Tuk62]. Today, Data is considered a natural resource used to make scientific discoveries.

Data Science as a Research Paradigm: Some researchers describe data science as the “fourth paradigm”, building upon empirical, theoretical, and computational paradigms [Hey09; BHS09]. This paradigm deals with exploring and examining data to infer new scientific findings. Under this definition, data science is considered a new research method that transforms the research process from deductive to inductive, enabling open-ended analysis [MH23].

Data Science as a Workflow: Others describe data science as the workflow that includes all aspects of working with data, from gathering and cleaning to analyzing and visualizing [Mar23]. Data science is an iterative cycle that involves transforming raw data into meaningful insights and impactful actions [Win19]. We describe the detailed phases of the data science cycle in section 2.1.3.

Data Science as a Profession: With the exponentially increasing amount of data emerged the demand for employees capable of working on data-driven projects. In such projects, data scientists take advantage of the data resources to increase the business value of their company [Yau09]. Insights from data can be used to increase sales, enhance marketing, and offer more personalized customer service [Vou14].

Data scientists are high-ranking professionals with training to navigate the vast amount of data to uncover insights and drive decision-making. The current demand for data scientists is so high that it was declared several times as the “sexiest job of the 21st Century”, showing the relevance of the skill set of a data scientist [DP12].

Data Science as a Discipline: Data science is an interdisciplinary field which requires expertise in multiple disciplines like computer science, mathematics, statistics, and an application domain [MD18]. Drew Conway visualizes the integration of different disciplines in Data science using Venn diagrams [Con10]. Following, others developed
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different visualizations based on Conway’s vision [Tay16].

In the scope of this thesis, we examine data science as a discipline and discuss its integration in K-12 education. Tailored to high school students, we introduce our simplified version of Conway’s Venn diagram (see 2.1).

Data Science Vs. Statistics

In comprehending data science, a field, as described above, characterized by its strong interdisciplinary nature, it becomes essential to explore its connections with other disciplines. Notably, statistics plays a significant role, as it shares numerous synergies with data science [Has+21].

While some argue that data science is only another name for statistics [Sil20; Don17], many agree that data science must be distinguished from statistics. Data science focuses on digital data-driven solutions of any arbitrary application domain, thus widening the horizon of statistics and extending it with more data types and applications [CM18; Dha13].

While statistics mainly deals with quantitative data, data science deals with quantitative and qualitative data (e.g., data from sensors, images, text, and surveys) and focuses on extracting actionable knowledge from this data. Gelman takes it a step further and describes statistics as a “non-essential part of data science” [Gel13].

Brad Efron describes the relationship between statistics and data science as follows: “I tell my fretful friends that we have a strong positive regression coefficient with data science, as long as we remember not to let the inferential side of statistical thinking get lost in the excitement over new technology” [Has+21].

In the scope of this thesis, we see statistics as a subset of data science as displayed in 2.1. It is necessary for high schoolers to first grasp basic math and statistics before they can take the leap and understand data science and its intersection with these
disciplines.

Furthermore, data science could increase their motivation for their standard statistics and math subjects as it shows them the application of these rather theoretical disciplines in the real world and the impact of these disciplines in solving problems of relevance to the students.

Thus, a data science course would build upon the knowledge and methodologies taught in their standard math and statistics classes. Its purpose, among others, is to bring mathematics and statistics to life by using them with application domain knowledge to solve a real-world problem of great relevance to the students.

**Data Science Vs. AI**

In addition to defining the intersections of data science with related disciplines, it is crucial to establish the relationship between data science and other computer science fields, particularly AI. The interchangeable use of data science and AI often leads to misconceptions and confusion.

As data science includes AI as a subset, exploring the relationship between the two becomes imperative. Understanding how AI fits into the broader data science landscape enhances our comprehension of its applications and potential to solve complex problems. AI encompasses complex computer algorithms that simulate human intelligence. It enables machines to “learn” and improve problem-solving as they process more data.

AI is concerned with algorithm design, development, and deployment to emulate cognition and human understanding. It involves building models that can autonomously handle tasks without human intervention [McC+07], while Data Science focuses on data analysis, finding hidden patterns and trends, prediction, and visualization. In summary, AI is a part of the more general field of data science, just like ML and DL.

**2.1.2. Data Literacy**

Like data science, data literacy has multiple definitions due to the complexity of the construct. It encompasses a diverse range of knowledge and skills, leading to variations in terminology across different groups based on their respective roles. Mandinach and Gummer attempt to find a common definition for data literacy [MG12]. They argue that a clear definition of data literacy helps professional development providers determine which skills and knowledge should be taught. Defining data literacy allows schools to incorporate data-driven skills into their curricula.

Data literacy is a contemporary addition to an expanding collection of literacies, including numerical literacy, statistical literacy, and digital literacy. Each of these litera-
cies pertains to the proficiency in utilizing widely accessible mediums or technologies deemed crucial in today’s context [Fra+16]. They all originate from the general concept of literacy, which refers to the ability to read and understand text. Based on that, we define data literacy, on a high level, as the skills required to understand and use data.

Through a literature review, we identified these six essential skills required for a data-literate individual:

1. **Real-World Problem-Solving**: The ability to problem-solve in data literacy involves identifying real-world problems that can be addressed using data [Dea14; MG13]. It also includes defining the problem’s scope and formulating analytical approaches to solve it [Vah+06; BD15; Wil+14]. A data-literate individual should understand the role and impact of data in various societal contexts [Dea14].

2. **Collect Data**: Data literacy requires comprehending the nature of data, the diverse types of data available, and the processes involved in data generation and collection [GCB12; CM13; MG13; Wil+14]. It consists of the proficiency to gather qualitative and quantitative data through various methods, such as conducting interviews, designing surveys, making observations, and performing measurements. It is also necessary to examine and compare different data sources to check for bias [Dea14].

3. **Analyze Data**: Data literacy includes the ability to preprocess data for analysis [Wil+14; Shi05], develop hypotheses to be examined using data [MG13], critique data, and examine it to create explanations and actionable knowledge [WP99; Car+15]. It requires the ability to characterize data [Dea14] and know which tools and algorithms to use for a particular dataset [GCB12; Vah+06]. This also includes understanding the challenges attached to working with datasets with specific characteristics, e.g., big datasets, structured/ unstructured datasets, time series, cross-sectional datasets, and social network datasets.

4. **Evaluate Data**: An essential skill of a data-literate individual is evaluating the results of their data analysis and using such results as evidence to support their hypothesis [Dea14]. It’s necessary to be able to assess the data quality and present the results of the data quality assessment. A data-literate individual should be able to formulate new research questions based on evaluating the validity of their data-driven insights[Wal93; Cal06].

5. **Visualize Data**: Communicating the results of data-driven projects through visualizations, such as tables, graphs, and maps, is an essential skill in data literacy [Dea14]. A data-literate individual should be able to understand visualizations and use them to present the data to different stakeholders. Depending on the
application domain of the data-driven project, different visualization techniques and graph types should be used. Visualizing the data results is essential, as it helps communicate important insights to other individuals who are not data literate. This could significantly impact society and motivate positive action based on data evidence.

6. **Ethics**: A data-literate individual must recognize the significance and influence of their skill set and data-driven projects on society. Ethical considerations are pivotal in data science, and awareness of key challenges is crucial. These include privacy and anonymity concerns, potential data misuse, the importance of data accuracy and validity, and the risks associated with model misuse or misinterpretation [Wil+14; SDH18; CJ15].

**Data Thinking**

Besides the data literacy skill set, defining the cognitive process or a mindset that involves approaching problems and decision-making with a data-centric perspective is necessary. Reflecting on the Venn diagram showing the different disciplines (see 2.1) that intersect with data science, Koby et al. suggest that “each discipline contributes its unique [cognitive] skills” [Mik+22], which implies that data thinking integrates computational thinking, statistical thinking, and domain thinking.

The authors argue that data thinking enhances computational thinking and statistical thinking. By integrating real-life data into the problem-solving process, data thinking enriches the understanding and relevance of domain knowledge. It also provides students with the opportunity to develop computational models and algorithms that are based on real-life data, making their solutions more meaningful and effective [Mik+22].

Besides the enhancement of computational thinking and domain thinking, we elaborate on additional cognitive skills that data thinking promotes:

1. **Problem Abstraction**: Data thinking promotes problem abstraction, which includes the ability to formulate and decompose a problem to be solved using data science[Mik+22].

2. **Pattern Recognition**: Data thinking enhances individuals’ ability to recognize patterns and notice irregular phenomena in, but not limited to, data.

3. **Continuous Learning**: Data thinking increases a person’s ability to continuously learn as they get used to improving models and solutions through constant and iterative monitoring and data collection.
4. **Critical Thinking:** Data thinking asks critical questions about the data, such as whether it offers a good representation of the real-life situation and how the data collection can be improved [CC18]. It is necessary to question the data, as real-life data often has errors. Data thinkers must be aware that models could produce deceiving results, so they have to critically examine their results.

5. **Decision-making:** Data thinking improves decision-making skills, as it promotes informed decisions based on a comprehensive understanding of the data and its context.

The skills mentioned above are essential not just for data science professions, but for any individual to succeed in the 21st century. In today’s digital age, students must be able to effectively find, understand, evaluate, and use data [TF09]. They also need to be proficient in using technology tools. Problem abstraction, pattern recognition, continuous learning, critical thinking, and decision-making are all necessary skills in day-to-day life, not just related to the tech field.

### 2.1.3. Data Lifecycle

The data lifecycle offers a conceptual representation of the entire lifespan of data objects, from their creation to eventual removal or archival. In this context, data objects refer to collections of files, links, or databases [PK17]. The data lifecycle outlines a series of stages that may not apply to every object. It is a structured and systematic approach that ensures data is handled efficiently, securely, and ethically throughout its existence.

The data lifecycle enhances data quality and reliability through standardized processes, reducing errors and inaccuracies. It streamlines data-related tasks, making data management more efficient and effective [Ray13]. Access to data in a usable format allows for evidence-based decision-making and strategic planning.

For high schoolers or beginners learning data science, the data lifecycle would serve as a guideline or path they could follow. Such a guide would decrease the intimidation of starting a new data-driven project from scratch and learning a new field like data science, as it provides learners with a red path to follow.

Various perspectives exist regarding the specific stages of a data lifecycle [Bal12]. In figure 2.2 we represent our version of a data lifecycle decoupled from any specific application or technology.

The cycle starts with defining a problem to be addressed using data. In this phase, we identify questions and assumptions that we validate using specific data. We set the scope and the goals of the data-driven project, and then start the search for relevant data sources.
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The next phase revolves around generating new data or collecting existing data [Con06]. This phase is the beginning of a technical physical pipeline, the “data pipeline”, that manifests most of the data lifecycle phases. Depending on the data type, this phase is automated in many situations through a script that extracts data from different devices and stores them somewhere, e.g., on the cloud. As a result of this step,
we get raw data stored in a particular location.

The third phase deals with cleaning up and processing the raw data. This includes identifying the data features and organizing the data according to their features. As a result, we get a dataset in the desired shape and file extension (e.g., CSV). Additional data manipulation or sampling might occur in this phase, like sorting or grouping the data according to a parameter value.

Besides re-shaping and organizing the data, we start the data-cleanup process. This could include 1. removing illegal values (e.g., values outside set bounds), 2. removing misspellings, 3. removing rows with missing values, 4. removing duplicates, and other measurements specific to the dataset at hand [RD+00].

After resolving obvious data issues through cleaning, we delve deeper into data exploration during phase four to identify more comprehensive dataset characteristics. Data exploration helps in understanding the data and identifying any patterns or trends. Researchers can gain insights into the relationships between variables and identify patterns by visually exploring the data through graphs and plots.

This phase allows detecting and addressing of any violations of assumptions that may affect the validity of the analysis. By examining the data distribution, checking for anomalies, and assessing the homogeneity of variance, researchers can ensure that the statistical techniques used are appropriate and reliable [ZIE10]. This ensures that the conclusions drawn from the analysis are based on solid evidence, not just chance findings.

As a result of the data exploration phase, we create a data quality assessment report. The report discusses whether the identified problem (from phase 1) can be addressed with this data. It also describes the data, its characteristics, and identified data errors.

Based on the report, there are three possible outcomes: 1. We re-define the problem (from phase 1), 2. We determine that the data quality is sufficient to proceed and solve the problem identified in the first phase, 3. We determine that the data quality is insufficient to proceed to solve this or similar problems, and we stop the process and publish the data quality assessment report as our gained insights.

If the data is sufficient to solve the problem (identified in phase 1), we dive deeper and continue extracting more insights from the data. This phase could include creating a machine learning model and training on the preprocessed data to generate more insights. Polyzotis et al. describe a detailed ML cycle with additional phases, which include the development of the model in a ML pipeline, the training of the model on different data inputs, and the validation of the model by comparing labeled training data with input data to identify any deviations. [Pol+18b]. We will omit the specific details of a ML pipeline since it falls outside the scope of this thesis.

After generating the initial analysis results, it becomes essential to continuously evaluate them iteratively. The trained model is tested in the evaluation phase to
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determine its performance and accuracy. The evaluation module checks if the model has acceptable accuracy that meets the desired criteria and if any adjustments or improvements need to be made. The results are published and archived with each improvement, till the end of the project.

Application of Data Science

Data Science finds extensive applications across diverse industries and domains, making it a versatile and indispensable field in today’s data-driven world [VA16; EH95]. Some prominent application domains where data science finds extensive applications include:

**Business Analytics**: Data Science helps businesses analyze customer behavior, market trends, and operational efficiency, leading to informed decision-making and better strategic planning [Pac22].

**Healthcare and Medicine**: Data Science is utilized to analyze patient data, predict disease outcomes, improve diagnostics, and enhance treatment protocols [Das+19].

**Finance and Banking**: Data Science is used for fraud detection, credit risk assessment, investment analysis, and customer segmentation to optimize financial operations [Azz+18].

**E-commerce and Retail**: Data Science enables personalized recommendations, demand forecasting, inventory optimization, and customer churn analysis [AW16].

**Marketing and Advertising**: Data Science is employed to target specific audiences, optimize ad campaigns, and measure marketing effectiveness [Sau21].

**Social Media and Sentiment Analysis**: Data Science helps in understanding customer sentiment, trends, and behaviors on social media platforms [Pra+22].

**Manufacturing and Supply Chain**: Data Science is used for predictive maintenance, supply chain optimization, and quality control [TWD18].

**Transportation and Logistics**: Data Science assists in route optimization, traffic prediction, and fleet management [Spe18].

**Energy and Utilities**: Data Science helps in smart grid management, and energy consumption optimization [Hea15].

**Government and Public Policy**: Data Science is employed for data-driven policy decisions, crime prediction, and resource allocation [KP18].

The applications of Data Science continue to grow as businesses and organizations increasingly recognize its potential to gain valuable insights from data and drive innovation in various sectors.
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2.2. Advancements in Data Science

In this section, we explore the latest developments in data science, focusing on their relevance to high school data science education. We start with an in-depth examination of computational action, showcasing how this approach can be applied to enhance data science education in high schools. We then delve into strategies for making data science accessible to a broader audience, highlighting the democratization of this field. Additionally, we underscore the significance of diversity, equity, and inclusion in data science, emphasizing its role in driving progress. Finally, we introduce the open data movement, shedding light on its benefits and potential impact on the community.

2.2.1. Computational Action in Data Science

Tissenbaum, Sheldon, and Abelson introduce the computational action approach in education, which suggests that alongside acquiring computational knowledge, young individuals should learn computation by working on projects of significant relevance to them, directly influencing their lives and communities [Tis+18b]. Instead of focusing on “What should learners learn”, computational action shifts the focus to “What do learners want to learn”. The motivation to learn will increase if the focus is set on the individual rather than on the learning objectives [Tis+18a].

In this perspective, they delineate two fundamental facets of computational action: computational identity and digital empowerment [TSA]. Computational identity denotes an individual’s acknowledgment of their computational competence in solving problems of big impact [MT10]. Computational identity encompasses perceiving oneself as a member of a wider network of digital creators. Rather than working on generic tasks with predetermined answers, learners are empowered to define their own tasks. The tasks should be relevant to the learners, and their solutions should impact the students and their community. This leads to digital empowerment [Fre93; TV90], which centers on instilling learners with the confidence that they can translate their computational identity into tangible actions with purposeful implications concerning real-world problems of significance to them.

Within the scope of this thesis, we present in chapter 5 a framework, the data action framework, that extends the computational action approach to the realm of data science, empowering students to work on solving impactful real-world problems using data science, and experiencing a complete data lifecycle while working with real-world data.
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2.2.2. Democratizing Data Science

Textual literacy has been an indispensable prerequisite for active social participation. Literate individuals have consistently enjoyed more extensive life opportunities compared to the illiterate. A society’s development greatly hinges on a high level of literacy. As the Internet emerged, data literacy is poised to assume a comparable level of importance, promising to shape and influence society in profound ways [Fra+16].

We contend that today, it is imperative for every individual to possess fundamental data literacy and data thinking proficiencies. Individuals lacking these skills are disadvantaged because data science finds applications across various disciplines, including non-technical domains. Hence, encountering data science is inevitable for all individuals at some point in time.

Automated resume checks, personalized shopping recommendations, or curated social media content are all instances of data science shaping our daily experiences. From determining our job prospects to guiding our everyday purchases and shaping our online content consumption, these examples vividly illustrate the pervasive reach of data science into our daily lives. Such impact underscores the need to equip individuals with data literacy and data thinking skills. Fostering these skills is crucial to preventing societal disadvantages from a lack of understanding in this data-driven era.

This underscores the significance of democratizing data science and mitigating the entry barriers into this domain. Lowering the entry barriers in data science requires a comprehensive approach that fosters accessibility and inclusivity. This can be achieved through different strategies to make the subject more approachable and attainable for a broader audience.

Firstly, offering easily accessible learning resources is crucial. Providing affordable or free courses, tutorials, and learning platforms catering to various skill levels can help learners engage with the fundamentals of data science. Flexibility in learning formats, such as part-time or online courses, accommodates individuals with diverse schedules and commitments.

Interactive learning environments play a pivotal role as well. These platforms enable hands-on experience with real-world datasets and tools, allowing learners to experiment and gain practical skills in a risk-free setting. Promoting the use of open-source tools and software reduces financial barriers and fosters a sense of community participation.

A well-defined learning pathway is essential in guiding newcomers through the complexities of data science. By breaking down intricate concepts into manageable components and providing a sense of progression, learners can confidently navigate the subject.

Demystifying the mathematical and coding aspects is another critical factor. Simplifying complex concepts through relatable explanations, hiding complex code syntax with
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Block-based programming languages, and practical examples can alleviate intimidation and enhance comprehension.

Highlighting the practical applications of data science across various domains underscores its relevance in solving real-world challenges. This approach can spark engagement and motivation by demonstrating the tangible impact of the field.

Encouraging collaborative learning through online forums, study groups, and community events creates a supportive environment where learners can share insights, ask questions, and collaborate on projects. Representation matters, so showcasing diverse role models who have succeeded in data science can inspire more individuals to pursue the field.

By implementing these strategies collectively, the barriers preventing individuals from entering the data science field can be significantly diminished, creating a more accessible and inclusive landscape that embraces diversity and encourages skill development across various backgrounds and proficiency levels.

2.2.3. Diversity, Equity, and Inclusion in Data Science

We discussed in the sections above the positive impact of data science; however, data science could also have the potential to be employed in areas like mass surveillance, computational propaganda, and biased decision-making that can lead to discrimination [SM19].

To highlight the extent of this concern, ongoing research conducted regarding bias reduction in AI reveals that among approximately 133 biased systems spanning various industries from the year 1988 to the present day, a substantial 44.2% (59 systems) exhibit gender bias, and 25.7% (34 systems) manifest both gender and racial bias [DK20]. Additionally, this showcases the importance of data cleanup to examine biases.

To address this, there is also a common understanding that diversifying the data science workforce can help mitigate the risk of generating unfair and discriminatory data analysis results. Diverse teams enhance fairness by identifying and rectifying algorithm biases, and bring varied perspectives that foster innovation.

A comprehensive understanding of diverse populations ensures more accurate solutions, while ethical considerations are magnified, ensuring responsible technology development. Diversity, Equity, and Inclusion (DEI) fosters socially responsible practices, user-centric designs, and attracts broader talent [HBH22].

Integrating data science into K-12 education is crucial for building a diverse and skilled data science workforce. This is particularly significant in K-12 education, where STEM skills are nurtured. It’s essential to counter stereotypes and misconceptions about data science careers, highlighting their broad applicability across various fields.
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To achieve this, positive social messages and role models need to challenge existing stereotypes. However, this transformation requires more than just education—it demands a cultural shift. Organizations, educators, and media play pivotal roles in fostering an environment where women and underrepresented groups in tech can thrive in data science, bolstered by evidence of their potential success in the field [BB15].

2.2.4. Open Data Movement

The open data movement is a global initiative promoting transparency, collaboration, and accessibility by making various data types freely available to the public. Although the term "open data" has not yet reached two decades of existence, the concept of making scientific research universally accessible was championed by Robert King Merton as far back as the early 1940s. The principle is that research, which generates valuable data, should be freely shared for the greater benefit of society ¹.

This movement seeks to remove barriers that prevent the use of data collected by governments, organizations, researchers, and individuals. The goal of the open data movement is to encourage innovation, informed decision-making, and public participation, supporting data science democratization as mentioned in 2.2.2 by providing unrestricted access to information that was traditionally locked behind bureaucratic barriers [Baa15]. By sharing data openly, proponents of the movement aim to enable individuals to utilize data for various purposes, from addressing societal challenges to creating new applications and solutions [BGV15].

In education, we also observe a shift driven by the educational data movement. This movement leverages the power of data-driven insights to inform educational decisions, identify areas for improvement, personalize learning experiences, and enhance educational policy-making. The educational data movement aims to harness the potential of data to create more tailored and impactful learning experiences for students, while also improving the overall educational system [Pie15].

¹https://data.gov/blog/open-data-history
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This chapter provides an overview of different data science educational approaches. Besides, we examine existing educational tools enabling children to develop computational and data literacy skills.

3.1. Data Science Educational Approaches

This section will present the different approaches to integrating data science K-12 education in schools. We will illustrate several data science curricula that will serve as our basis for the data action framework presented in section 5. This is a reference point for teachers to integrate data science into their classes. Due to the low number of existing data science curricula for K-12, we also include a presentation of AI curricula in this section as we defined AI as a subset of data science in chapter 2.1.1 and thus some concepts of AI curricula could be reused for a data science curriculum.

Heinemann et al. present a draft data science curriculum for secondary schools (age 15-18) with four modules:

(1) “From Data to Information”: This module introduces students to data and data science, emphasizing statistical thinking and data competency. It aims to enhance their understanding of how data can be transformed into information using statistical methods. They differentiate between information and data: “Information is construed as understanding data, which happens only in a human mind. The term data is used to describe the representation of values in a machine.” [Hei+18].

(2) “Big Data and Artificial Intelligence”: This module mainly covers machine learning concepts, focusing on decision trees and artificial neural networks. Students will gain practical knowledge in applying these techniques. (3) “Data Projects”: Students work with real-world datasets in this module to deepen their data literacy and practical skills. (4) “Data Science and Society”: This module explores the societal implications of data science. Students present their projects, discussing the information they’ve gathered and the broader societal impact of their findings [Hei+18].

Michaeli et al. present a concept for teaching students from age 14 about Decision Tree Learning (DTL). The concept is structured into four phases: (1) Students use an unplugged activity (without using technology) to manually develop and test a decision tree for a provided data set. (2) This is followed by training a model using
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a visual programming tool for the same data set, allowing students to compare the manual and automated approaches. (3) Next, students apply their newly acquired knowledge to real-world datasets through a project phase. (4) Finally, the focus shifts to the social aspect, addressing questions related to transparency, fairness, and security of AI processes that arise from the application of DTL [Mic+23].

Olari and Romeike argue that existing educational approaches lack coverage of data literacy competencies. The existing approaches cover some relevant competencies within different stages of the data lifecycle, but not all. They suggest that future approaches should encompass skills such as extracting information from subject-specific data (Acquisition stage), cleansing and addressing fairness in datasets (Cleansing stage), implementing data management systems (Implementation stage), enhancing data through AI techniques (Optimization stage), visualizing data (Visualization stage), analyzing data with AI methods to generate insights (Analysis stage), evaluating and questioning results (Evaluation stage), and implementing processes for data archiving, deletion, and exchange (Sharing, Erasing, and Archiving stages) [OR21].

Based on these findings, Grillenberger and Romeike developed a “Data Literacy Competency Model” displayed in figure 3.1 as a structured approach to understanding and teaching data literacy. The competency model is divided into two parts: content areas and process areas. Content areas focus on the theoretical background and scientific concepts related to data literacy, while process areas emphasize the practical activities and practices involved in working with data. The model recognizes the interconnection between these areas and highlights the need for a comprehensive understanding of both [GR19].

Furthermore, they present a lesson sequence using the data literacy competency model. The competencies targeted in this lesson include explaining the function principle of a simple data analysis method, explaining how insights can be predicted based on existing data, interpreting predicted insights, and reflecting on the limitations and threats of data analysis [GR18]. By combining practical activities with theoretical knowledge, the lesson sequence aims to develop students’ data literacy skills and empower them to apply their knowledge to solve real-world problems.

Zhou et al. present an extended framework for K-12 AI education, which aims to enhance existing AI curricula by offering additional guidelines to enrich AI learning experiences for students. The framework includes a focus on more comprehensive AI literacy objectives, strategies to engage students effectively through gamification and embodied learning, scaffolding techniques for gradual comprehension of complex AI concepts to overcome the barrier of lacking a computer science background, involvement of teachers and parents, and promoting equity, diversity, and inclusion. The framework also encourages the integration of AI education with core curricula, fostering interdisciplinary learning and the development of computational thinking.
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Figure 3.1.: The data literacy competency model [GR18; GR19]

Conclusion

Most approaches presented above focus on the content rather than the learner. Their starting point for their curriculum design is “What should K-12 students learn” instead of “What do K-12 students want to learn”. In addition, most approaches start with theoretical content before allowing students to experiment with their own data-driven projects. They explain to the students the terminology in the early stage of the curriculum, instead of letting them learn it naturally by experiencing a data lifecycle through a data-driven practical project.

So we see, for example, Heinemann et al. starting with a theoretical introduction of data science explaining the difference between data and information, Grillenberger and Romeike also starting their lesson plan with theoretical knowledge explaining the function principle of a simple data analysis method, and Michaeli et al. designing the curriculum around the ML model DTL, putting learning the algorithm in the focus.

In addition, most curricula focus on how a ML algorithm works, delving into the mathematical and statistical details of the algorithm design, neglecting the application of the algorithm in solving real-world problems, and the significant impact of data skills [ZVL20].
cleaning on the algorithm output. The lesson plans lack motivation for the students to critically question data points and experiment with how removing specific data points could completely manipulate the results of a ML model.

As we learned above, Olari and Romeike highlighted the lack of coverage of some data literacy competencies. What stands out the most after we examined related work is, in particular, the lack of educational material covering data cleanup. This finding is surprising, considering the importance of data cleanup. Data cleanup is the basis for the quality of data-driven insights, and numerous research confirms the importance and effect of data cleanup on accuracy [Cha20; Li+21; Zha+17; Jes+18].

In chapter 5 we present our own data science educational framework. The framework builds upon existing frameworks and aims to teach K-12 students the learning objectives discussed here while putting the learners in focus. It provides an environment where students can experiment and experience a data science lifecycle while building a project that has a significant meaning to them and their communities and uses real-world data to solve impactful real-world problems.

Our approach starts with a practical project instead of theoretical knowledge, with the goal that students naturally acquire the theory through working on the project. Another aspect that differentiates our approach from existing data science curricula is the integration of data cleanup in an interactive project-based process, empowering students to think critically about data and its impact.

3.2. Data Science Educational Tools

This section presents different educational tools that aim to introduce beginners to programming and implement the curricula shown above. We focus on tools that are suitable for data science K-12 education. The tools are divided into four categories: text-based, block-based, hybrid-based, and component-based tools.

3.2.1. Text Based

Traditional general-purpose programming languages often include a wide range of features and concepts that can overwhelm beginners. Text-based educational tools aim to simplify general-purpose programming languages by focusing on essential concepts, making it easier for learners to grasp fundamental programming ideas without unnecessary complexity.

Text-based educational tools designed for beginners typically have more straightforward and readable syntax. They use common words and structures easier for learners to understand, reducing the cognitive load associated with learning programming
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concepts. In the following, we will discuss two examples of text-based educational tools.

**Pyret**

Pyret\(^1\) is an educational text-based programming language designed to introduce beginners to the fundamentals of programming. Developed by Brown University, Pyret focuses on providing a data-centric computing environment for teaching coding and data science concepts to a wide range of learners, including those without prior programming experience [Pol+18a]. Pyret syntax is designed on purpose to be similar to Python’s, a common data science language (though without semantic whitespace). This aims to provide learners an easier transition to professional data science tools [Fis22].

Key features of Pyret include its strong type system, which helps catch errors early in the development process, and its support for functional programming concepts. It offers a range of built-in data structures and functions, making it easier for beginners to work with data and perform common programming tasks.

Bootstrap \(^2\) offers several data science workshops using Pyret. Figure 3.2 shows a starter file of one of Bootstrap’s workshops. Learners can run Pyret directly in their browser or their editor of choice by installing Pyret’s npm package.

![Figure 3.2.: Web-based editor of the text-based educational programming language Pyret](https://pyret.org/index.html)

\(^1\)https://pyret.org/index.html
\(^2\)https://www.bootstrapworld.org/materials/data-science/
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Small Basic

Similar to Pyret, Small Basic\textsuperscript{3} is also a text-based programming language designed by Microsoft to help students learn coding and transition from block-based coding to text-based coding. Small Basic is a simplified version of the general-purpose programming languages BASIC. It is based on .NET; therefore, any learned concepts can be easily transferred to a .NET programming language like Visual Basic.

Different from Pyret, Small Basic is not particularly designed for data-centric computations, but rather for learning general computation concepts. However, this does not exclude Small Basic text-based language from data science education, as it is a complete language that offers multiple data structures and the possibility to include third-party libraries.

Small Basic has its own interpreter and coding editor (offline as well as web-based) (see 3.3). In addition, Microsoft provides teaching material for free to learn to code using Small Basic.

![Figure 3.3.: Web-based editor of the text-based educational programming language Small Basic by Microsoft](https://smallbasic-publicwebsite.azurewebsites.net)

3.2.2. Block Based

Block-based programming is a visual approach to coding where programming concepts are represented as blocks that can be dragged, dropped, and snapped together to create

\textsuperscript{3}https://smallbasic-publicwebsite.azurewebsites.net
coding programs. Instead of typing out lines of text in a traditional programming editor, beginners use a graphical interface to assemble blocks corresponding to different programming commands and functions.

Each block typically represents a specific action or operation, such as loops, conditional, mathematical operations, and more. These blocks often have a clear visual representation and are color-coded to indicate their purpose. Users can create functional programs by arranging these blocks in a logical sequence.

Block-based programming languages are prevalent for teaching beginners and children how to code. They offer a more intuitive and visually appealing way to learn programming concepts without getting bogged down by syntax errors.

Blockly is a widely used framework for creating block-based programming languages, and various platforms like Scratch, Snap!, and MIT App Inventor (described in chapter 4) are built on top of Blockly to provide engaging learning environments for programming. In the following, we will describe Scratch and Snap! in more detail, as well as showcase another block-based editor specifically designed for learning data science: The Microsoft Data Science Editor.

**Scratch**

Scratch\(^4\) is a block-based programming web platform developed by MIT’s Media Lab, aimed at teaching coding to beginners, particularly children and young learners aged 8 – 16 [Res+09]. It provides an interactive and visual platform for creating animations, games, stories, and interactive projects, without requiring knowledge of traditional programming languages.

Users can arrange and connect blocks representing various coding commands. These blocks, akin to puzzle pieces, facilitate the creation of code sequences. The tool offers a range of code blocks covering movement, loops, conditions, variables, events, and more, enabling users to craft scripts governing the behavior of sprites or objects on the project stage [Mal+10].

Scratch empowers users to design and select sprites and backgrounds, then control their appearance, movement, and interactions via code blocks (see 3.4). This extends to project-sharing within an online community, fostering collaboration and feedback among users. According to the Scratch foundation website \(^5\), Scratch is the “world’s largest coding community for kids”, with more than 100 million registered users.

\(^4\)https://scratch.mit.edu
\(^5\)https://www.scratchfoundation.org/our-story
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![Web-based editor of the block-based educational tool Scratch](image)

Figure 3.4.: Web-based editor of the block-based educational tool Scratch

Snap!

Snap!\(^6\), is an extension of Scratch, developed by UC Berkeley. It retains Scratch’s foundational aspects but adds advanced features and capabilities. Snap! supports higher-level programming concepts like recursion, higher-order functions, and object-oriented programming. It offers greater flexibility and control, allowing users to delve into more complex programming techniques while still utilizing the visual block-based approach [FGF17].

Snap! also emphasizes modularity and abstraction, enabling users to create custom blocks and procedures (see 3.5). While Snap! may offer more powerful capabilities, it may also have a steeper learning curve compared to Scratch due to its advanced features.

Both block-based tools are designed to teach general computer science concepts, not particularly tailored for data science education. However, there exist some extensions of Scratch and Snap! that revolve around data science education.

Scratch Community Blocks, for example, is an extension of Scratch, allowing children to engage in data science. It enables children to programmatically access, analyze, and visualize data about their participation in Scratch, allowing them to explore and understand their own learning and social data [DH17].

---

\(^6\)https://snap.berkeley.edu
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![Web-based editor of the block-based educational tool Snap!](image)

**Microsoft Data Science Editor**

Microsoft created a block-based editor, particularly for data science. According to their website: “The Data Science Editor is an experimental-structured editor to create data analysis programs.” The editor can be used in the browser, in Excel Web, or in Visual Studio Code.

The editor has several datasets already integrated into the tool for the user to experiment with or upload their own dataset, either from a file or a URL. The editor supports datasets < 10 MB. The data blocks have a data preview button, as seen in 3.6. If a block manipulates the data, the preview button shows a before and after view of the dataset for the user to compare the differences. The data science blocks are divided into the following categories: Datasets, Cleanup, Organize, Compute, Visualize, Statistics, Data Variables, and Charts, covering all the data lifecycle activities.

3.2.3. Hybrid Based

Hybrid-based programming tools bridge the gap between block-based and text-based programming languages, offering a transition for learners as they progress in their coding journey. These tools combine the visual simplicity of block-based programming with the more advanced capabilities of text-based languages [MLD18; LW21].

---

7[https://microsoft.github.io/data-science-editor/about/](https://microsoft.github.io/data-science-editor/about/)
8[https://microsoft.github.io/data-science-editor/about/](https://microsoft.github.io/data-science-editor/about/)
9[https://aka.ms/ds](https://aka.ms/ds)
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In the initial stages, learners use visual blocks to create code by dragging and connecting blocks representing programming constructs. This approach particularly benefits beginners as it provides a tangible and visual representation of code logic. As users become more comfortable with these foundational concepts, hybrid tools allow them to gradually transition to text-based coding by introducing textual elements alongside the visual blocks [ALM19].

Hybrid-based programming tools often provide features like code autocompletion, real-time error feedback, and syntax highlighting to support learners as they transition. These tools are designed to accommodate learners at various stages of their coding journey, making them suitable for both beginners and those seeking to deepen their programming skills.

**Pencil Code**

Pencil Code\(^{10}\) is an educational coding platform designed to help beginners learn programming. Pencil Code provides a text editor (see 3.8) where users can write code using JavaScript programming language. Alongside this text editor, it includes visual code blocks (see 3.7) that represent coding concepts [BB14]. A dropdown menu lets Learners switch between the code-blocks and the code-text view. This hybrid approach allows beginners to grasp coding logic visually while gradually transitioning to writing code directly [BDB15].

A standout feature of Pencil Code is its “Turtle Graphics,” which enables users to

---

\(^{10}\)https://pencilcode.net
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control a virtual turtle using their code. This turtle can create drawings and patterns on the screen, providing an intuitive way to comprehend programming concepts like loops, conditions, and functions [Bau+15]. Additionally, Pencil Code supports real-time collaboration, allowing users to share their projects with others for joint learning.

Figure 3.7.: The code-blocks view of the educational web tool Pencil Code, showing an example program

Figure 3.8.: The code-text view of the educational web tool Pencil Code, showing an example program
3. Related Work

**JupyterLab Blockly**

JupyterLab Blockly\(^{11}\) integrates the Blockly framework by Google into JupyterLab, a prominent environment for the development of computational notebooks in the field of data science [OFJ21]. JupyterLab’s web-based notebook features cells that can hold text, code, or multimedia outputs, allowing code execution and referencing previous cell context. This enhances code organization compared to traditional line-by-line interaction.

JupyterLab employs a plugin architecture, enabling modification without altering the source code, termed JupyterLab extensions [OF21]. In this case, Blockly is a JupyterLab extension. Users can build programs (incl. data science projects) using the visual Blockly code blocks inside JupyterLab, which then get rendered in text-based code (e.g., Python) in a JupyterLab notebook cell as displayed in 3.9. Users can leverage visual blocks to create code and data manipulation workflows, enabling beginners to learn programming concepts more easily.

![Figure 3.9.](example.png)

Figure 3.9.: The view of JupyterLab editor incorporating Blockly extension, showing both the code blocks and the corresponding code cell

\(^{11}\)https://github.com/QuantStack/jupyterlab-blockly
3.2.4. Component Based

Component-based programming is a software development approach where a software application is constructed by assembling and connecting individual, self-contained units called “components”. Each component encapsulates a specific functionality or behavior and can be considered a modular building block. Components are designed to interact with each other through well-defined interfaces, allowing them to communicate and collaborate.

In this approach, developers create components that are reusable, interchangeable, and loosely coupled. This means that components can be easily modified without affecting the rest of the application. Each component hides its internal implementation details, exposing only the necessary interfaces for interaction. The components are more abstract than the code blocks approach explained above because components encapsulate a complete functionality, while code-blocks encapsulate single operations used to create a functionality.

Component-based programming offers several advantages, including code reusability, maintainability, and scalability. Developers can focus on creating specialized components without having to build an entire application from scratch or deal with code syntax details. This approach simplifies software development by breaking down complex systems into manageable and reusable parts that can be reused.

Orange

Orange\textsuperscript{12} is a component-based tool for data mining and machine learning. It is designed for (1) experienced data scientists who want to experiment with creating new algorithms in Python while reusing existing code, and for (2) beginners who can leverage Orange’s visual programming interface and avoid having to deal with complex code syntax. Users must install the tool; there is no browser version. The installation process is rather complex for beginners as it requires installing Anaconda. On the other hand, users can create a full data analysis pipeline without any Python programming or scripting.

Orange offers various data science features, from data preprocessing to modeling and evaluation. These encompass functionalities like data management and preprocessing tasks such as filtering, scaling, and attribute creation, as well as the development of classification and regression models, including decision trees, naive Bayesian classifiers, and support vector machines. The platform has evaluation and scoring methods for prediction models, featuring multiple scoring techniques and visualization tools [Dem+04].

\textsuperscript{12}https://orangedatamining.com
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Users can place pipeline components called widgets on Orange’s canvas to create a data analysis pipeline and visualize the data flow (see 3.10). Each widget offers a basic functionality. The user connects these widgets through communication channels. Most functionalities are coupled with a visualization that allows exploring the results of the functionality. For example, the user can “select a node in a classification tree or rule, and explore the training instances covered by them” [DZ13; DZ12].

![Editor view of the component-based tool, Orange, showing a simplified data analysis pipeline](image)

Figure 3.10.: The editor view of the component-based tool, Orange, showing a simplified data analysis pipeline

Conclusion

From the above presented educational tools, only Pyret 3.2.1, Microsoft Data Science Editor 3.2.2, JupyterLab Blockly 3.2.3, and Orange 3.2.4 are tailored for data science education. Pyret and Orange have a higher learning curve compared to block-based approaches. Pyret is too concrete, and Orange is too abstract in comparison to block-based approaches and, thus, are more suitable for learners transitioning to large-scale
production programming, not necessarily our target group of high schoolers (aged 14 to 18) with no prior programming and data science knowledge.

None of the educational tools allow students to build projects that visualize data on mobile platforms — which, after all, is where many scientists consume data visualizations today [Sil09]. In addition, the above data science tools focus on the data science functionalities rather than on the children themselves and what they would want to create with these functionalities. None of the tools take the resulting data visualizations and insights further to create a fully functional product a child would like to develop, interact with, and show off to their friends.

Therefore, we propose introducing data science blocks to App Inventor in the following chapter. This addition would enable children to design mobile apps that are not only interactive but also incorporate data analysis and leverage data collection through mobile apps. These apps would not just showcase data on graphs; they would go a step further by utilizing the data analysis outcomes to create apps that address real-world problems relevant to the children. This approach empowers children to take action based on their data analysis and solve issues relevant to them and their community.
4. Introducing Data Science to MIT App Inventor

MIT App Inventor is an open-source web platform for block-based programming, enabling everyone to build Android and iOS mobile apps to solve real-world problems in their communities [IE17]. The tool is designed to democratize computing and allow individuals to develop their computational thinking skills [WAF15]. More than a million users from over 190 countries use MIT App Inventor monthly to create mobile apps that positively affect their communities. Today, users created a total of 85.5 million mobile apps ¹.

In the context of this thesis, we introduce an addition to the mentioned platform, introducing data science blocks to democratize data thinking. Our proposed system facilitates the transition of learners’ computational thinking competencies to include data thinking.

In this chapter, we describe MIT App Inventor — from the tool’s inception at Google in 2008, through the migration to MIT, to its current state. Then, we discuss our vision for the proposed system, introducing data science to MIT APP Inventor. We will illustrate in detail the proposed system’s architecture and design goals. We conclude by showcasing example apps of students with no prior data science experience who created these apps using the proposed system to solve real-world problems relevant to them and their communities.

4.1. Existing System

In this section, we will describe the design of MIT App Inventor and the methodology behind the chosen design. We will further illustrate the tech stack used to build MIT App Inventor. Lastly, we will examine the current features that support our goal of integrating data science in App Inventor and discuss any potentially missing parts.

¹https://appinventor.mit.edu/
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4.1. Design Methodology

App Inventor consists of two main views: The designer editor view (see 4.1), and the block editor view (see 4.2). In the designer editor, users can drag and drop components from the left panel to the phone simulation view in the middle of the screen. It is a “What you see is what you get” (WYSIWYG) editor. There are two types of components: visible and non-visible components [XA16].

Visible components are components displayed on the phone screen, e.g., buttons, text fields, and labels, while non-visible components are hidden from the phone screen, e.g., database, and sensors. Users can customize component properties using the right panel. App Inventor’s design editor enables developers to preview the app’s appearance on the device screen and customize the form factor of the simulated device (e.g., phone or tablet).

In addition to the properties, components also have methods and events. Methods are a set of procedures that perform specific tasks. Events are triggered by external factors that change the app’s state. The goal of components is to reduce the complexity of using platform-specific application programming interfaces (APIs). For example, App Inventor reduces the global positioning system (GPS) implementation from 629 lines of Java code to 23 simplified blocks [PTH19].

The block editor is the space to add logic and functionality to the designer components via drag and drop of code blocks, that “snap together like puzzle pieces to describe the program” [PTH19]. There are two types of code blocks: general built-in blocks and component-specific blocks. The general built-in blocks resemble the basic
computational concepts: procedure, variable, logic, loop, conditional, list, and dictionary (see figure 4.2). The component-specific blocks allow the manipulation of their corresponding components. App Inventor’s blocks enable developers to prioritize app logic over coding language syntax [IE17]. The code blocks are versatile to allow building apps for any purpose or goal.

![MIT App Inventor blocks editor for adding logic and behavior to App components](image)

App Inventor allows developers to see their creations in real-time as they build them. This incremental development approach encourages users to test their apps as they construct them. When a new component is added to the designer or new functionality is created through the code blocks, these changes are automatically reflected in the connected device or emulator in the mobile app called “Companion” used for testing. This immediate feedback enhances the development process and serves as a valuable tool for testing the app in-progress. Once the app is complete, it can be downloaded to the connected device or exported in Android Packaged (APK) format for distribution [IE17].

### 4.1.2. Architecture & Technology Stack

App Inventor’s block-based programming language is built on Google Blockly [Fra+13]. Blockly is an open-source library enabling developers to build their own block-based programming language. It is integrated into App Inventor web view through its Javascript generator and provides Android and iOS versions [PFM17].

In the section above, we already described the web view that contains two editors: The
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components designer editor and the blocks’ editor. We also illustrated the companion, the app on the physical device to test App Inventor’s projects. In addition, App Inventor has two other vital subsystems: The App Inventor server and the build server. Figure 4.3 shows the interaction between all four subsystems.

![Diagram](image)

Figure 4.3.: Overview of the interactions between the different App Inventor subsystems [Sch+14].

The App Inventor server hosts cloud-based storage to store the files of users’ projects. The user projects are in a zipped archive file of a format called App Inventor Android (AIA). These files contain the app’s UI components in JavaScript Object Notation (JSON) format and the code blocks in Extensible Markup Language (XML) format, in addition to other project files in Scheme (SCM) and Young Android Intermediate Language (YAIL). YAIL is an intermediate language between blocks language and Java APIs for Android, created to support learners’ code for Android.

The build server compiles the user’s project into an APK file to be suitable for distribution (incl. Google Play App Store). To create an APK file, the project is
converted entirely to YAIL. The build server then compiles YAIL code to JVM bytecode to create the APK files.

4.1.3. Existing Features

This section describes existing App Inventor components that support introducing data science to App Inventor. The components cover two phases of the data science lifecycle: Data Collection and Data Visualization. App Inventor provides multiple components to store data: CloudDB, DataFile, File, Spreadsheet, and TinyDB. Learners can upload assets to their projects with a size limit of 5 MB, and they can store public datasets in their apps using any of the above-mentioned storage components. These storage options can also be used for real-time data logging.

Another way to collect data is through the app itself, either through app user input or through the Internet of Things (IoT) component [MPS19]. The IoT component in App Inventor facilitates a link between a mobile phone application and an affordable Bluetooth sensor. This connection enables real-time data gathering from the sensor, resulting in a time series dataset. In addition, App Inventor leverages the mobile phone’s built-in sensors and provides sensor components like accelerometer, location, thermometer, and light sensors. These sensor components do not require additional hardware and can log data in real-time to any used storage type inside the app.

Lastly, App Inventor enables learners to visualize any data stored in the app using the chart component. The chart component uses MPAndroidChart\(^2\). MPAndroidChart is an open-source Android library for creating interactive and customizable charts within Android applications. It provides various chart types, including line charts, bar charts, pie charts, area charts, and more. The library allows developers to visualize data by integrating dynamic charts into their Android apps. MPAndroidChart offers various customization options for colors, labels, data points, and animations. The chart component requires a “ChartData2D” component, which is the data to be visualized on the chart. “ChartData2D” elements can also dynamically consume data generated by other components, whether they represent local sensors, remote web services, or real-time distributed databases.

To conclude, App Inventor has the infrastructure and the potential to allow learners to work with data, especially for data collection, data storage, and data visualization. However, it is missing tools for data cleanup, data exploration, and predictions.

\(^2\)https://github.com/PhilJay/MPAndroidChart
4.2. Proposed System

In this section, we propose new components to enhance App Inventor, allowing learners to experience implementing a complete data science lifecycle to solve impactful real-world problems through mobile app development. Our thorough evaluation of the existing App Inventor system in the section above and the related tools in chapter 3 leads to the proposition of these components, essential for implementing our envisioned data science educational approach. The introduced components also encompass the fundamental aspects of data literacy and data thinking, extensively addressed in the preceding chapter 2.

4.2.1. Requirements

This section presents the results of requirements engineering, initiated by learners’ needed tools to develop data-driven apps with real-world impact. We divide the requirements into functional and non-functional requirements.

**Functional Requirements**

Functional requirements define what the proposed system should offer and how the user can interact with the newly provided components [BD09]. Our proposed functional requirements provide components to allow learners to preprocess data through cleanup and to extract predictions from the preprocessed data. For data cleanup and exploration, we present the “AnomalyDetection” component. For analysis and predictions, we propose the “Regression” component. In the following, we will elicit the functional requirements for each component.

**Anomaly Detection**

The Anomaly Detection component offers anomaly detection algorithms to automatically identify anomalies in a dataset incorporated inside an App Inventor project. In this context, anomalies refer to observations that deviate significantly from a dataset’s expected or normative behavior [PP07]. The following are the functional requirements for the anomaly detection component:

**FR1A Detect Anomalies**: Learners should be able to integrate anomaly detection algorithms in their App Inventor apps to enable their apps to automatically detect anomalies in an arbitrary dataset.
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FR2A **Customize Anomaly Detection Algorithms:** Learners should be able to interact with the anomaly detection algorithms and customize them based on their dataset and domain knowledge. For example, they should be able to set a different “normal region” or threshold that includes every possible expected behavior within their specific dataset.

FR3A **Visualize Anomalies:** Learners should be able to visually display the detected anomalies inside their apps. They should have the option to interact visually with data points and highlight anomalies using distinct colors. They should be able to visually explore the data, directly observing patterns, trends, and irregularities on their mobile devices.

FR4A **Remove Anomalies:** Learners should be able to make data-driven decisions on removing detected anomalies that do not align with the expected behavior of their data. Within the apps they create, learners should have the choice to either remove all detected anomalies collectively or select specific anomalies to retain while discarding others.

**Regression**

For simplicity, we will focus on linear regression in the context of this thesis. The Linear Regression component allows learners to add a line of best fit to showcase trends in the data. By fitting a straight line to the data points, they can perceive the direction and magnitude of changes, helping them predict future outcomes [Wei05]. This component empowers learners to identify the relationship between variables and make predictions based on the linear trend. The following are the functional requirements for the linear regression component:

FR1B **Calculate Linear Regression:** Learners should be able to calculate the values of the line that fits their data points and integrate this analysis in their App Inventor apps. This includes additional statistical information, like the line slope, the line intercept with the x-axis and y-axis, and the correlation coefficient to quantify the degree of linear association between variables. This information enables learners to assess the strength and significance of the linear fit and assists them in making informed decisions.

FR2B **Visualize Prediction Results:** Learners should be able to display the line of best fit inside their App Inventor apps. The component should allow them to customize the line visualization, e.g., change its color, modify the labels, change the line length (interpolate it to intercept with the axis), and interact with the
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visualization. The line visualization should change if the dataset changed, e.g., an anomaly was removed, reflecting that change statistically.

Non-Functional Requirements

This section enumerates the non-functional requirements, particularly the quality requirements, which we categorize using the URPS model described in [BD09].

Usability

NFR1 **Ease of Use**: Learners should easily understand how to use the data science components. The components and code blocks should have detailed descriptions that are easily understandable for children. The components’ description should be accessed via one step, e.g., by hovering over the component. The code blocks should be abstract and hide most implementation details from learners. In addition, the code blocks should be intuitive for children; for example, the array index for the data science components starts at 1 instead of 0, unlike most programming languages. This decision is based on the fact that most children learn to start counting from 1 in school.

NFR2 **Efficiency**: Learners should be able to easily find the data science components inside the App Inventor components designer and blocks editor. Accessing the components should not take more than one step. The number of blocks required to achieve the above functional requirements should be as small as possible. New code blocks should offer unique functionality not available in any other existing code block.

Reliability

NFR3 **System Errors Prevention**: The code blocks should tolerate many of the learner’s wrong inputs, e.g., wrong data types, to decrease the intimidation of learning data science as a beginner. The system should show the learners the mistakes in their logic and suggest ways to correct them. It should provide them with tools to test and debug their code blocks. The code blocks should not snap together like puzzle pieces if they do not fit together and would cause errors otherwise.

NFR4 **Data Loss Prevention**: No data should be lost because of the learner’s inexperience. Recovering previous states of the App Inventor projects and saving checkpoints that the learners can revert to should be possible.

Performance
NFR5 **Response Time:** The system should display the data visualization on the mobile app screen in less than 1s. Changes to the data should be reflected in the visualization in real-time.

**Supportability**

NFR6 **Extensibility:** The data science drawer containing the anomaly detection and regression component should be designed in a way that makes it easily extendible with additional data science components. On a more granular level, the anomaly detection and regression components should also be easily extendible with additional algorithms, e.g., K-means clustering and isolation forest code blocks for anomaly detection, and quadratic regression for the regression component.

NFR7 **Maintainability:** The new data science components should be integrated with the current storage, sensors, and chart components. It should not break any of the existing functionality or duplicate it.

4.2.2. **Blocks UI**

This section describes the UI of the proposed system extending App Inventor with data science capabilities. Figure 4.4 shows the components designer editor of App Inventor’s web view. In the left panel, we introduce a data science drawer, see 4.4 (1), beside the data storage, sensors, and chart drawers so users using these related drawers can easily find the proposed data science drawer.

Figure 4.4.: App Inventor components designer editor showcasing the new data science components
Inside the data science drawer are the “AnomalyDetection” and “Regression” components presented in the section above. These components are non-visible components, they are not displayed on the mobile screen. They only appear at the bottom below the mobile simulation view in the middle of the screen, see 4.4 (2). This is because these components preprocess, manipulate, or analyze data in the background. The results of these components can be visualized using other components, the visible chart component, for example.

The usage of the data science components is fully independent and not bound by the chart component. This is presented in the system through the components’ hierarchy on the right side of the page, see 4.4 (3). In addition, learners can modify the components’ properties through the right-side panel, see 4.4 (4). Learners can add a data source as a property for the data science components. This could be an uploaded file containing the dataset or a spreadsheet.

As for the blocks editor, there are no significant changes in the UI. The left panel shows the components’ hierarchy underneath the main blocks resembling the basic computational concepts. On-click on one of the components in the hierarchy (“AnomalyDetection” in this example, see 4.5), another panel opens, the viewer panel, showing all the available code blocks for the clicked component. Learners can drag and drop any block to the white canvas to start building the logic of their mobile apps.

**Anomaly Detection**

The main added code blocks for the “AnomalyDetection” component are the block to detect anomalies and the block to clean the dataset and remove the anomalies. Figure
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(a) The code block enabling learners to detect anomalies in their dataset integrated into their App Inventor mobile app (FR1A, FR2A)

(b) The code block enabling learners to remove anomalies of choice from their dataset integrated into their App Inventor mobile app (FR4A)

Figure 4.6.: The most important code blocks of “AnomalyDetection” components

4.6a shows the block that integrates an anomaly detection algorithm, namely the z-score anomaly detection algorithm.

The z-score measures how many standard deviations a data point is away from the mean of the dataset. Data points with z-scores that deviate significantly from the mean are flagged as potential anomalies. This method is particularly effective when the data follows a normal distribution. By setting a threshold for the z-score, anomalies can be detected and further analyzed for their significance and impact on the dataset [Kor+19].

Per default, the threshold is set to be “2”. This default value is just meant to give learners an example of what could be an accepted input for the variable “threshold” of the “DetectAnomalies” block. Still, they should edit this value to a threshold of their choice. The choice of an appropriate threshold for anomaly detection depends on the specifics of the dataset and the desired level of sensitivity in detecting anomalies.

It's important to note that the choice of threshold should be guided by domain knowledge and the data context. Setting the threshold too low could result in a high number of false positives (normal data points being labeled as anomalies). Setting it too high might lead to missing actual anomalies. Experimentation and validation with the specific dataset are crucial to determine the most suitable threshold for accurate anomaly detection. Besides the threshold, this block also expects a list of the data points to be examined. In total, this single code block reduced 22 lines of code.

Figure 4.6b shows the block that cleans the dataset by removing selected anomalies. This block expects the data of the x-axis and y-axis as lists and a list of selected anomalies. Each anomaly in the list is a pair of the anomaly index (starting from 1) and the corresponding value. Based on the dataset and their domain expertise, the learners are responsible for deciding which anomalies to remove and which to keep. Not all anomalies are erroneous; some may reveal valuable insights and require additional examination.

Lastly, if learners wish to visually distinguish anomalies from the rest of the data points, they can do so by creating a chart (e.g., scatter plot) to visualize the entire
dataset and highlight the anomalies with a different color using the code block from “ChartData2D” component seen in figure 4.7.

Figure 4.7 also shows a description box to explain the code block to learners. All code blocks have their corresponding description that is visible on hover. This block expects a list of data points to be highlighted, as well as the highlight color of choice.

It is important to stress that learners do not need to visualize anomalies through a chart. The anomaly detection component is independent and can be integrated into the App Inventor mobile apps in other ways. It can be combined with any other App Inventor capability; for example, the notifier can be used to inform the app user about the anomalies.

Figure 4.7.: The code block enabling learners to visualize anomalies (FR3A)

Regression

Figure 4.8 shows three design iterations of the code blocks to calculate linear regression values, also called “line of best fit”.

In figure 4.8 (1) we had a code block for each value separately: the y-intercept, the slope, the correlation coefficient, and the predictions. Each code block expected x-axis and y-axis values in lists as input. This approach cluttered the block editor with too many blocks.

Therefore, we decided to have just one block for the “line of best fit” values calculation, as seen in 4.8 (2). Learners provide the block with a label of the value they need to retrieve. This approach was error-prone: the block returned nothing if learners misspelled the name of the value.

To address the problems above, we changed the text label to a drop-down menu, as seen in 4.8 (3). Learners can choose from the drop-down menu which value they need to retrieve for their “line of best fit”.
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Figure 4.8.: UI design iterations for the code block responsible for calculating the values of the line of best fit (FR1B)

The last code block, shown in figure 6.3, is part of the “chartData2D” component, bound to a chart to draw the “line of best fit” on a chart. This code block only expects the x-axis and y-axis values in a list. It calculates the “line of best fit” prediction values in the background and visualizes it on the chart.

Figure 4.9.: The code block visualizing the line of best fit on the chart (FR2B)
4.2.3. Software Architecture

This section presents how we modified the existing system architecture to integrate the data science components. Figure 4.10 shows the layers of the current system: Data source and data visualization, integrated into App Inventor chart component. We extend this architecture with an additional layer: The data processing layer. The learner decides whether to visualize their data directly or process it first. After data processing, they can choose whether to proceed and visualize their processed data.

To abstract the data processing from the visualization, we need to modify the current classes that combined the data source and the data visualization, not accounting for an additional processing layer. Figure 4.11 shows the changes in the classes and the associations between classes to achieve this abstraction.

The software architecture follows the Model-View-Controller (MVC) architecture. The MVC architecture divides applications into three key subsystems: the model, responsible for data and logic; the View, handling user interface presentation; and the Controller, managing interactions between the Model and View. This approach enhances modularity, scalability, and maintenance by separating concerns and clarifying the roles of each subsystem [Dea09].

“ChartDataModel” is a single data source within a chart. It has a reference to instances of “ChartData”, the “IDataSet”, and the “ChartView”, and maintains a list of entries. The first two are types provided by the MPAndroidChart library, and the latter is a view class defined by App Inventor.

To abstract the data from the visualization, we introduce a new superclass for “ChartDataModel”: “DataModel” (presented in green in Figure 4.11). We move the logic of managing entries up into the newly added superclass. “DataModel” expects a generic entry, enabling data models to be used for anything, not necessarily bound to charts. To achieve this generalization, we changed some classes to be abstract. This allows subclasses to provide behaviors for their specialization of the entry.

“ChartData2D” class is a 2-dimensional implementation of the abstract “ChartDataBase” class, which holds a reference to its corresponding “ChartDataModel”. In addition, it handles the connection to components that can serve data sources to the
Figure 4.11: Class Diagram showing the detailed software architecture of the proposed system and how it modifies parts of the existing system.
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“ChartDataModel”. The primary purpose of the “ChartDataModel” is to ensure that any data is ordered and added synchronously.

For the proposed system, we introduce the “DataCollection” class as a new superclass of “ChartDataBase”. We move there the logic of managing data source connections. The “DataCollection” class serves as the base class for other components taking data but are not necessarily attached to the Chart ecosystem, like the subclasses “Regression” and “AnomalyDetection” of the data processing layer.

4.2.4. Design Goals

The non-functional requirements identified in section 4.2.1 resemble most of the design goals for the proposed system. In this section, we will discuss some design goals trade-offs and justify our chosen final design for the data science components in App Inventor.

**Functionality vs. Usability:** The more functionality we offer in a component, the more complex it will become. Here, complexity means, the component has a lot of properties to manage, the code blocks require multiple inputs in a specific data type, etc. While this complexity makes the component more powerful and offers users more flexibility and features to integrate into their App Inventor apps, it makes it harder for learners to understand the components.

As our primary target audience is beginner high schoolers, who have never implemented a data science lifecycle before, it is more important to keep the component simple, offering just the minimum functionality that allows learners to grasp and apply the essential data science concepts.

**Efficiency vs. Portability:** We deliberated the utilization of java ML libraries, like Apache Spark $^3$, for implementing the data science code blocks. Although these libraries provide a range of ML algorithms and would alleviate the need for developing algorithms from scratch, their substantial size could potentially compromise the overall robustness of App Inventor’s projects.

Consequently, we opted to develop the algorithms internally. In the future, we could reconsider using a subset of available ML libraries offering only the needed algorithms when extending App Inventor’s data science drawer with more complex algorithms. However, this approach appears excessive at the current stage due to the associated size of such libraries.

**Cost vs. Robustness:** Datasets could allocate a large storage size. The maximum limit of App Inventor’s projects’ assets is 5 MB. App Inventor utilizes cloud storage as well. Extending the storage size of App Inventor’s projects would enable learners to explore big data. However, it will come with an additional cost for storage.

$^3$https://spark.apache.org/mllib/
Rapid development vs. Functionality: There is a limited period, five months, to implement and integrate the proposed system in App Inventor. Hence, we focus on the top-priority functionality. Within the scope of this thesis, some functionality with lower priority may not be fully covered.

4.3. Example Apps Produced Using the Proposed System

In this section, we showcase different apps of students from UROP. All the apps use the data science components and serve as examples showing how learners can address real-world problems using real-world data and make an impact with their created apps. It is important to note that all the apps below use real public datasets.

We present the different apps as scenarios. The scenario is a way to describe app features and bridge the conceptual gap between end-users and developers. This bridge is established by describing the scenarios in natural application domain language understandable for both the app end-user and the developer [BD09]. Each scenario will describe a sequence of interactions between a specific end-user and an app.

Diabetes Logbook App by Jennet Zamanova

Jennet describes her app as the following: “With Diabetes LogBook, you can log your glucose levels and share them with your friends and your doctor”. The following scenario describes the interactions between Liz, a diabetes patient, and her diabetes logbook app displayed in figure 4.12.

Liz opens her app after having a meal with her friends (see 4.12a). She chooses the option “after meal” to log her blood glucose level after her meal (see 4.12b). She can see her past logged data on her mobile’s screen, visualized on the lower graph (see 4.12c). The line of best fit in green shows her that her glucose level has continuously decreased. She was indeed on a strict diet the past few days.

The upper graph shows her the average glucose level of patients of the same age and same condition, so she can see how her level compares to other patients in her support group. She notices that some data points are below 50 mg/dL, which does not make sense. Someone must have mistyped it. The app detected it as an anomaly and highlighted it on the graph in red. She has the option to remove this wrong data by clicking on the “remove anomalies” button at the top of the screen.

Liz inserts her glucose level of today (see 4.12d). Next, she inserts the time when she measured her blood glucose level (see 4.12e). Today was her birthday; she ate out with friends and had a lot of cake for her birthday. The app recognizes her high glucose level, warns her (see 4.12f), and automatically highlights her latest entry as an anomaly. The app also shows her suggestions from trusted sources on how to self-regulate her
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Liz follows the suggestions and continues to monitor her glucose level. She can also contact her doctor through the app if her situation becomes critical.

**EduCar App by Jacky Chen**

Jacky describes his app as the following: “EduCar is an app that helps adolescents understand trends in education and income, as well as explore various careers”. The following scenario describes the interactions between Bob, a student in his senior year considering grad school, and his EduCar app displayed in figure 4.13.

Bob opens his app to see the latest trends in education costs in the US and explore different career options to decide on his next step. The main view (see 4.13a) shows a graph of the average tuition fees in dollars over the past years. The line of best fit shows a continuous increase. Bob realizes that doing a master’s today would probably be cheaper than doing it in the future after working first. At the bottom of the screen, he can see more details about the graph, like the correlation coefficient.

Bob is still unsure if a master’s will bring him more advantages compared to just going into industry without a master’s degree. He decides to explore the different careers through the explore page in his app (see 4.13b). Bob wants to earn as much money as possible, so he clicks on the $200,000 option to see which careers pay that much. A web view opens, showing him the different jobs paying that salary.

Next, he clicks on the “show data” button to see if a master’s degree would add to that base salary (see 4.13c). He sees that there is more than $30,000 increase between an associate degree and a master’s degree. He continues exploring the right degree for him by taking a quiz (see 4.13d). The app predicts the right career for him based on his answers to the quiz questions (see 4.13e). Bob almost made up his mind about his next career step. Now, he wants to connect with experienced people in the same career field to validate his choice. He connects with people through the network option inside the app (see 4.13f).

**Disney Data Diary App by Arianna Scott**

Arianna describes her app as the following: “Disney Data Diary is an app for kids to maximize their fun at Disney World through the power of data science!”. The following scenario describes the interactions between Ana, a teenager planning her first trip to Disney, and her Disney Data Diary app displayed in figure 4.14.

Ana logs in to her app by inserting her private password (see 4.14a). After unlocking the app, she sees the main menu with the options: Wait times, recommendations, todo
Figure 4.12.: The different views of the Diabetes Logbook app, showcasing the app’s features
Figure 4.13.: The different views of the EduCar app, showcasing the app’s features
list, and photos (see 4.14b). She clicks on wait times to see the best time to go to Disney
and which rides to take, depending on the ride queue data (see 4.14c).
From the rides list, Ana chooses to look at the data from the “Splash Mountain”
ride. The upper graph shows her the average daily wait times for a year. She notices
many spikes in the data, so she activates the anomaly detection feature by clicking the
“highlight anomalies” button. Now, many data points are highlighted in red; these
are influencing her prediction results, so she removes them by clicking on the button
“clean data”.
After she cleaned the data, the app predicted the following in yellow at the top of
the screen: “The best time to go is in February. The average wait time is 7.5 minutes”
(see 4.14d). It makes sense that this ride is less crowded in February (during winter)
as there is a chance to get wet from the water splash, and maybe fewer people would
want to get wet during cold weather. Thus, the app seems to be giving her reasonable
predictions.
The lower graph shows her the average wait times per month so she can validate
again the prediction results. She decides to overlay the prediction results before the
data clean up and after the data clean up to see the differences. Through the line of
best fit displayed on the lower graph, she can see that this ride will get more crowded
in the summer due to the increasing slope.
Ana wants to discover more recommendations to help her better plan her Disney visit,
so she navigates to the recommendation page (see 4.14e). On this page, the app lists all
the rides of Disney and when it’s best to visit them. Based on the recommendations,
she postponed her visit until after summer so the park would be less crowded. She
writes these notes in her todo list inside the app, beside the other things she needs to
organize for her visit. She can’t wait to take photos at the park when she visits using
the photo feature inside the app.

**My Tennis Coach App by Ava Muffoletto**

Ava describes her app as the following: “My Tennis Coach uses the power of data
science and anomaly detection to perform as your virtual tennis coach, giving you
feedback through the screen!”. The following scenario describes the interactions
between Luc, a beginner tennis player, and his “My Tennis Coach” app displayed in
figure 4.15.

Luc opens his app after recording his tennis session today. The recording is saved in
the app as a film. He can either watch the film or analyze it (see 4.15a). He decides
to look at the analysis to learn from his mistakes. He first sets the coaching style to
“tough love”, and then chooses to analyze the hit speed from the menu (see 4.15b). The
data of the speed per hit extracted from the film is now displayed in his app (see 4.15c).
Figure 4.14.: The different views of the Disney Data Diary app, showcasing the app’s features
Luc clicks the “coach me” button to get more insights from the data (see 4.15d). He now sees anomalies highlighted in red and some description for a chosen hit indicating whether it was a successful hit.

**Moneyball App by Matthew Quispe**

Matthew describes his app as the following: “With Moneyball, kids can look at baseball stats and understand the relationship between team payroll and performance”. The following scenario describes the interactions between Max, a big fan of Major League Baseball (MLB), and his Moneyball app displayed in figure 4.16.

Max uses his app to get more insights about MLB. He opens his app and chooses between analyzing the seasons’ data or the teams’ data (see 4.16a). He chooses the teams’ data and picks season 2019 (see 4.16b). The app shows him a graph (see 4.16c) displaying the players’ payroll in millions of dollars on the y-axis and the corresponding team win rate on the x-axis.

The line of best fit shows that the higher the payroll, the more the team wins. The app analyses the correlation and displays the analysis results underneath the graph: “In 2019, each extra $50 million in salaries earned you 7.8891 more wins in a 162-game season. The correlation is weak, with a coefficient of 0.4255”. The app also highlights the anomalies in red on the graph.

Max clicks on the “remove outliers” button at the top of the screen (see 4.16d). In this context, anomaly means, the teams vastly overperformed and underperformed their salary. Now, the app shows the following analysis after removing the anomalies from the data: “In 2019, each extra $50 million in salaries earned you 7.36889 more wins in a 162-game season. The correlation is weak, with a coefficient of 0.43398”.

There is still a weak correlation, so before making any conclusions, Max decides to look at the other seasons to know if he can confidently say there is a relation between a team’s wins and how much the team is compensated for their hard work.
Figure 4.15.: The different views of the My Tennis Coach app, showcasing the app’s features
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Figure 4.16.: The different views of the Moneyball app, showcasing the app’s features
5. Data Action Educational Framework

This chapter outlines the Data Action Framework, which builds upon the Computational Action Framework by Tissenbaum, Sheldon, and Abelson described in section 2.2.1, but with a specific focus on data-related computations. The framework enables widespread adoption and easy access to data science education, thereby catering to a diverse demographic of learners. The framework allows teachers to embed a long-term data science curriculum in their institution at no cost. This particularly supports high schools with limited resources and promotes the democratization of data science education.

The framework empowers young people to learn data science by working on their chosen data-driven projects of significant relevance to them, directly influencing their lives and communities. This allows students to develop their identity as data scientists who could translate their skills into impactful projects promoting their digital empowerment.

The framework targets high school students aged 14 to 18 who already have familiarity with App Inventor’s interface and capabilities. They can experimentally learn data science concepts while building meaningful apps that solve real-world problems without delving into underlying code syntax.

We first illustrate the concepts taught through the framework for K-12 students. Then, we describe how students can practice and apply these concepts to solve real-world problems. We present an example of using the framework with students from UROP. Lastly, we describe how the framework changes the students’ perspective of their world after learning and applying its concepts.

5.1. Concepts

Influenced by the computational action framework and the educational approaches discussed in related work chapter 3, we created the data action framework covering the following topics:

1. Defining a real-world Problem: Students learn to identify impactful real-world problems that are personally relevant to them. In addition, they learn how to define and abstract a problem to attempt to solve it using data science.
2. **Self-acquiring knowledge of problem’s domain**: For their defined problem, students research and acquire knowledge about the specific domain where their data-driven solution is applied. They also need to gather more data related to that domain.

3. **Working with real-world data critically**: Students work with authentic, real-world data, which is characterized by being “messy” and might contain errors. Students learn to apply different data science algorithms to process the data. They understand that it is required to question the meaning behind the data and examine it critically.

4. **Understanding the impact of data**: Through their developed data-driven solutions, students see the impact of data and the meaningful insights they can extract from data. Students recognize the impact of data and understand the importance of using data ethically.

### 5.2. Practices

We leverage the data science components of the educational open-source platform, App Inventor, described in the proposed system section 4.2 to apply the above concepts. Students practice the above concepts through experimental project-based learning by creating personalized apps to solve real-world problems and applying the data science lifecycle explained in section 2.1.3. The resulting apps are presented in the previous chapter 4.3.

We apply the framework with seven computer science first-year students from MIT’s UROP. These students did not study any data science related subjects. However, they have experience with App Inventor. During the first week, we asked UROP students to identify real-world challenges that held personal significance to them and that they wished to solve. The challenges identified included diabetes, student debt, theme park wait times, lack of motivation for sports, and climate change.

They were then tasked with researching and finding relevant data about their identified problems. While some students relied on online data sets, others combined public data with their own experiences, and one student solely used personal and friends’ data. Weekly presentations and feedback sessions were conducted, with us acting as the moderator.

In the third week, we introduced the UROP students to the data science components in App Inventor, along with data storage and visualization capabilities. The goal was to build mobile apps to help solve their identified challenges. They were initially instructed to create a simple one-screen app displaying a chart visualizing their data.
They had to determine the appropriate chart type for their specific dataset and desired goal.

The following week, they were expected to demo their apps. Students faced common considerations, such as incorporating data into their apps, selecting relevant parameters (feature selection), and choosing appropriate chart types. Students noticed unusual spikes in each other’s app graphs during the demos. While the student using personal data could explain the anomalies and elicit the reason behind the spikes, others using anonymous public datasets were puzzled.

This led to a discussion on the presence of errors in real-world data and the need for data cleaning. They learned about the different types of anomalies and that, depending on the domain, these anomalies could hold significant information relevant to solving their previously identified challenges.

To further progress, students were asked to process their data and conduct detailed domain research to explain the anomalies. They utilized the data science components in App Inventor, focusing on anomaly detection and linear regression. App Inventor code blocks for these algorithms are illustrated in section 4.2.2.

The underlying code of these algorithms is intentionally concealed to prevent overwhelming beginners. This said, the blocks still require some input from the learners. Learners can acquire the input knowledge through “trial and error”, for example, seeing how changing the threshold value would influence the tolerance of the anomaly detection algorithm.

Students started identifying patterns and extracting insights from their data. They iteratively acquired more in-depth knowledge of their datasets and the domains of their identified challenges. In addition, they continued building more features in their apps that used the data insights as input to provide a solution to the challenge they identified in the first week.

Lastly, after several iterations of their apps, the students presented their final apps to a larger audience, practicing their presentation skills and seeing the interest of a broader audience in their work. After their final presentation, in a reflection session, students learned that they experienced a simplified data science lifecycle throughout their projects — collecting data, data cleanup, data visualization, and prediction.

They started learning about the different terminology of the data science concepts they applied while building their apps. Furthermore, we introduced them to more complex machine learning concepts beyond anomaly detection and linear regression that they can further experiment with and compare their results with their current app.
5.3. Perspectives

In this section, we describe how the framework changes the students’ perspective in terms of (1) how they view the world and (2) how they view themselves. The students first learned to identify real-world challenges that held personal significance to them and that they were eager to tackle. This process allowed them to establish a meaningful connection between their learning and real-world issues.

In their pursuit of solutions, the students conducted thorough research to locate relevant datasets. They gained proficiency in collecting and analyzing data from various sources, including public datasets and personal experiences. Furthermore, they acquired the skills to develop mobile apps that collect, visualize, and extract insights from data using App Inventor.

Most importantly, the students gained an understanding of anomalies and the importance of data cleaning. They recognized that real-world data could contain errors, underscoring the significance of data cleaning practices. They further realized that anomalies could hold crucial information pertinent to solving their identified challenges. By observing the direct impact of data cleaning on their predictive outcomes and “line of best fit”, they gleaned insights into optimizing and improving the results of ML models.

By identifying patterns and extracting knowledge from their data, the students gained valuable insights and deepened their understanding of the domains related to their specific challenges. Engaging with their chosen real-world challenges was a powerful motivator for the students, igniting their enthusiasm for acquiring new skills. The tangible outcome of having a product in their hands as a result of their work amplified the relevance of their efforts and instilled a strong sense of accomplishment.

Lastly, witnessing the real-world impact of their apps in solving significant challenges within their society profoundly changed the students’ perspectives and empowered them to embrace the role of data scientists.

After experiencing the data action framework, students gain awareness of data science’s influence on their daily lives. They know how insights are extracted from data and will be more careful when giving out their personal data. They also realized that they must question any data insights presented to them, as these could be highly manipulated through errors in the data. They grasped the impact of data, seeing the results of their projects, and would aim to make ethical data-driven products. In the next chapter, we present a research study that evaluates the effects of the data action framework on changing the students’ perspective.
6. Research Study

In this chapter, we describe the research study we conducted to evaluate the effectiveness of our data action educational framework and the new data science code blocks in App Inventor. MIT Committee on the Use of Humans as Experimental Subjects (COUHES), which serves as MIT’s Institute Review Board (IRB), approved the research study.

The research study consists of a three-hour workshop, teaching high school students data science by applying a short version of our data action framework, focusing on the two learning objectives: (1) Working with real-world data critically and (2) Understanding the impact of data, described in chapter 5.

We first list the research questions we examined in the context of the research study. Then, we describe the study participants and the criteria to accept them in the study. Following that, we illustrate the workshop outline and content. To conclude, we describe the data collected during the research study and present the analysis results of the collected data.

6.1. Research Questions

The research study aims to understand how students see data science and their roles as data scientists. It will also explore how educational activities can change their thoughts about data science. By examining the evolution of students’ views before and after educational activities, the study will provide valuable insights into the effectiveness of the data action framework in shaping their understanding of the field.

The study predicts that students who participate in the workshop will develop skills in data processing, visualization, and interpretation, and will be able to use these skills to create solutions for real-world problems. The study also expects that participation in the program will foster the development of data thinking skills, such as recognizing patterns and relationships in complex data sets, applying critical thinking to evaluate data quality, and effectively communicating data insights.

The research questions we investigated were: (1) Is the data action framework effective in enabling students to recognize the impact of data science and utilize it to build impactful solutions for real-world problems? (digital empowerment) and (2)
Is the data action framework effective in empowering students to be data scientists (self-efficacy)?

6.2. Participants

For the research study, it is required that the participants are high school students between the ages of 14 and 18 who have prior experience with App Inventor, so they are familiar with its UI. To recruit the participants, we contacted the computer science teacher, Lisa Miller of Medford Vocational Technical High School, requesting to apply our data action framework in her class. The teacher has been teaching her 10th-grade students computer science using App Inventor for the complete school year and offered us a slot to apply our data action framework in a one-day workshop towards the end of the school year 2023.

Due to logistical issues outside our control, we could not go to the school. However, the teacher and her class visited our facility to participate in the workshop. Her class and students that participated in our workshop consisted of 14 students; four identified as female students and ten as male students. Apart from two male students aged 16, the rest of the participants are 17 years old. All the participants have comparable skill levels, as they are in the same class and receive the same education throughout the school year. Although all the participants have prior programming knowledge and used App Inventor before, none have previous data science experience.

Figure 6.1.: Results from the pre-survey about participants’ past experience with various programming languages
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We asked the participants to check all the programming languages they used before during the pre-survey to understand their skill level. Figure 6.1 shows the results of this question. We were surprised that almost all participants (apart from one) had used Python before. Python is widely used in data science. Although their teacher confirmed that they are all familiar with App Inventor, only 11 out of 13 participants have actually “coded in” a block-based environment like App Inventor, according to the participants’ responses.

6.3. Workshop Design

Table 6.1 displays the rough schedule of the 3-hour workshop we conducted for the research study. In the following, we will describe the workshop activities in more detail and explain the reasoning behind the choice of these activities and their sequence.

<table>
<thead>
<tr>
<th>Time</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>9:00 – 9:15 EST</td>
<td>Fill pre-Survey</td>
</tr>
<tr>
<td>9:15 – 9:30 EST</td>
<td>Data science unplugged activity</td>
</tr>
<tr>
<td>9:30 – 9:35 EST</td>
<td>Introduction of a real-world problem to be solved</td>
</tr>
<tr>
<td>9:35 – 10:00 EST</td>
<td>App Inventor setup and example project walkthrough</td>
</tr>
<tr>
<td>10:00 – 10:15 EST</td>
<td>Break</td>
</tr>
<tr>
<td>10:15 – 10:20 EST</td>
<td>Find a correlation</td>
</tr>
<tr>
<td>10:20 – 10:35 EST</td>
<td>Implement “line of best fit”</td>
</tr>
<tr>
<td>10:35 – 10:40 EST</td>
<td>Insights from “line of best fit”</td>
</tr>
<tr>
<td>10:40 – 10:55 EST</td>
<td>Implement “line of best fit” values calculation</td>
</tr>
<tr>
<td>10:55 – 11:10 EST</td>
<td>Break</td>
</tr>
<tr>
<td>11:10 – 11:15 EST</td>
<td>Detect anomalies</td>
</tr>
<tr>
<td>11:15 – 11:30 EST</td>
<td>Implement anomaly detection algorithm</td>
</tr>
<tr>
<td>11:30 – 11:40 EST</td>
<td>Removing anomalies</td>
</tr>
<tr>
<td>11:40 – 11:45 EST</td>
<td>Discussing results</td>
</tr>
<tr>
<td>11:45 – 11:50 EST</td>
<td>Reflection</td>
</tr>
<tr>
<td>11:50 – 12:00 EST</td>
<td>Fill post-survey</td>
</tr>
</tbody>
</table>

Table 6.1.: Outline of the workshop designed for the research study participants

We started the workshop by greeting the students and giving them time to settle in and get comfortable with the workshop environment. Initially, they were tasked to scan the QR code displayed on the workshop slides and fill in a pre-workshop survey.
After all students completed the pre-survey, we kicked off the workshop with a data science unplugged activity [LSR19]: the guessing game. We introduced the game rules to the students:

1. Find a partner to guess your favorite food.
2. Reveal three pieces of information about you that help your partner identify your favorite food.
3. Make it challenging for your partner. You get a point for every wrong guess they make.
4. With every wrong guess, you have to reveal one additional piece of information about you that would help them guess your favorite food.
5. Your partner has a maximum of 3 trials to guess your favorite food.

Besides breaking the ice and activating the students, the purpose of this unplugged activity is also to show the students how they can predict insights based on data their game partner reveals to them. Later, during the workshop, they experienced how the mental model to predict insights during the guessing game is connected to an algorithmic machine-learning model to predict insights for real-world datasets.

The connection is only revealed at the end of the workshop as a reflection. The reason for this is to give the students a chance to experience implementing the machine learning models themselves first and the time to be able to make the connection themselves instead of pre-feeding them this as theoretical knowledge.

After the game, we explained to them that they had solved the problem of guessing their partner’s favorite food, but following that, we aim to solve more impactful problems. We introduced them to the United Nations’ global goals for inspiration of topics they could work on in the future. We tackled goal 13, climate action, for the workshop and introduced the topic to the students.

After we presented to them the problem we will try to solve in the workshop context, we explained that the next step is to collect data. Due to the time constraint, we did this step before the workshop without the students. We showed them the collected real-world data in an Excel sheet of Spirit Lake. The data included the lake’s name, the year the data was recorded, the average temperature during winter in Celsius, and the number of ice days during that year.

We asked the students to give some insights about the data by looking at the Excel sheet and to predict in which year the lake will have no ice days. The students were unable to answer these questions. One student suggested visualizing the data to answer...
these questions. We agreed with the student and decided collectively to visually explore
the data to answer the question about ice days.

We asked the students to download the App Inventor starter AIA file we provided
them, which visualizes the lake data in our climate action mobile app. Together with
the students, we imported the provided starter file into App Inventor. We then reviewed
the existing code blocks that read data from the spreadsheet and visualize them on
the app. We tried to connect the companion app with App Inventor to run the climate
action app on the students’ mobile devices so that they could see the data visualizations
on their mobile screens.

Figure 6.2 shows the climate action app 6.2a and its corresponding code blocks 6.2b.
This is the starter app the students built on during the workshop and added more
functionalities to.

The reason we provide them with some code blocks in the starter file is to avoid the
intimidation that comes with starting an app from scratch on a blank canvas and also
because of the workshop’s limited time duration. The app consists of two graphs: The
upper scatter plot visualizes the number of ice days during winter for Spirit lake, and
the bottom scatter plot visualizes the average temperature during winter in Celsius for
the same lake. The x-axis is the year the data was collected for both graphs.

We repeated the same questions and asked the students if, now looking at the
visualizations on their mobile devices, they could make any conclusions about the
data and identify correlations. This time, the students could tell more about the data
compared to just looking at the spreadsheet. They were able to visually identify one
anomaly, for example. However, they were still unable to identify a trend in the data.

We showed them multiple example graphs of perfect, strong, weak, and no correlation.
Students noticed that for a strong correlation between the x-axis and the y-axis, the
data should take the shape of a line. They were able to recall the formula for a line
graph from their linear algebra math class: \( y = mx + b \), while \( m \) is the slope and \( b \) is
the y-intercept.

After that, the students suggested fitting the lake data in a line graph to examine if
there is a correlation between the x-axis and the y-axis. They started implementing that
for their mobile apps, and we revealed the linear regression App Inventor blocks they
could use to create the line of best fit for their data.

Figure 6.3 shows the app after they added the line of best fit for both graphs 6.3a
and the corresponding code blocks they added to achieve that 6.3b. The students could
now tell that the ice duration graph has a negative correlation while the temperature
graph has a positive correlation: Each year, it gets warmer and the warmer it gets, the
fewer ice days we will get.

Students were still unable to answer the question: When (in which year) will we
have no more ice in the lake during winter? They were also unsure how strong or
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Figure 6.2.: The climate action starter app provided to the students at the beginning of the workshop
Figure 6.3: Line of best fit, the first feature implemented by the students for their climate action app during the workshop.

weak their identified correlation was. We discussed the line graph formula again, and the students correctly identified that we needed to calculate the x-intercept and the correlation coefficient to answer these questions.

After writing the x-intercept equation with the students on the whiteboard, they implemented it in App Inventor using the previously introduced linear regression code blocks. Figure 6.4 shows their app 6.4a after they included the calculation of these values and the corresponding code blocks that they added for this feature 6.4b.

Based on the calculation results displayed on their apps, students could predict that from the year 2236, lake Spirit will no longer witness any ice days. We asked the students if something could have influenced this result. The students pointed out the anomaly in the year 1987, where there were zero ice days, and the average temperature during winter was zero degrees Celsius. This does not make sense, as water freezes at zero degrees Celsius. Here, students relied on their domain knowledge to identify the erroneous data point. They could visually identify this anomaly and collectively decided to remove this data point as it influenced their linear regression results.

We asked them if they could visually identify other anomalies. Some students pointed out other spikes in the data, but were unsure if these spikes were anomalies that need to be removed. We introduced them to the anomaly detection component in App Inventor and explained to them that it is an algorithm using statistical methods to
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Figure 6.4.: Line of best fit values (highlighted with a red box), the second feature implemented by the students for their climate action app during the workshop automatically detect anomalies in a dataset.

Students incorporated the anomaly detection code blocks in their app, as seen in figure 6.5. They could now see the anomalies highlighted in red on their mobile screen 6.5a. They experimented with the threshold attribute of the corresponding anomaly detection code blocks, adjusting the sensitivity of the anomaly detector and observing the results 6.5b.

Afterward, we engaged in a discussion to determine which anomalies contain meaningful information and should be retained, and which anomalies are erroneous data points that can disrupt the accuracy of our linear regression results. After the discussion, the students implemented the feature to remove chosen anomalies, as seen in figure 6.6. When clicking the remove anomalies button for the top graph, the erroneous data point is removed from the chart, and the linear regression values and visualization change accordingly (see 6.6a). Based on the new calculation results, after the anomalies’ removal, students could predict that from the year 2280, lake Spirit will no longer witness any ice days, giving them an extra 44 years compared to the first results before data cleanup.

We concluded the workshop with a discussion about the impact of data and the influence of data cleanup on our prediction results, pointing out the importance of critically questioning data analysis results. We proceeded with a reflection session
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Figure 6.5.: Anomaly detection, the third feature implemented by the students for their climate action app during the workshop

Figure 6.6.: Anomaly removal, the fourth and last feature implemented by the students for their climate action app during the workshop
where we introduced the students to the data lifecycle and its terminology. We explained how we experienced an entire data lifecycle during this workshop, from identifying the climate action problem to extracting insights about the effect of climate change on Spirit lake. We also reflected on the unplugged activity, and students discussed its connection to the data lifecycle. The workshop slides are attached in the appendix (see A) for more details.

6.4. Data Collection

The study anticipates that the workshop’s effectiveness will depend on several aspects, such as the quality and relevance of the data science curriculum, the usability of the tools, and the level of engagement and motivation of the students. The research study will use pre- and post-surveys, to test these hypotheses and assess the program’s impact on students’ data science skills and attitudes. In addition, we recorded the workshop to examine the students’ engagement post-workshop.

One participant did not fill out the post-survey due to time constraints, thus their answer was removed from the pre-survey. Besides, all other 13 participants completed the pre- and the post-survey. Table 6.2 presents the questions of the pre- and post-surveys. Participants answered these questions on a Likert scale of 1 (strongly disagree) to 5 (strongly agree), except for question Q11, where they chose from the options: Yes, No, Maybe, or “I don’t know”.

The post-survey has additional questions to evaluate their workshop experience and the used App Inventor code blocks:

Q15 Would you recommend this class to a classmate or friend? — Answer on the Likert scale 1 (Not at all) 5 (Yes definitely)

Q16 How (if at all) did the class and activities change how you think about data science? — Long answer text

Q17 After this class, what does data science now mean to you? — Long answer text

Q18 What was the easiest part of working with data science components in app inventor? — Long answer text

Q19 What was the hardest part of working with data science components in app inventor? — Long answer text

Q20 How would you change things to improve the experience of using data science when making apps in App Inventor? — Long answer text
Q21 If you had more time, what changes would you make to improve on the last app you made in the workshop? — Long answer text

Q22 Would you use app inventor data science components again in the future? — Choice: Yes, no, maybe, “I don’t know”

<table>
<thead>
<tr>
<th>Question Type</th>
<th>Question Number</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivation</td>
<td>Q1</td>
<td>How much does math or stats excite you?</td>
</tr>
<tr>
<td>Motivation</td>
<td>Q2</td>
<td>How interested would you be in learning how to code?</td>
</tr>
<tr>
<td>Motivation</td>
<td>Q3</td>
<td>How interested would you be in a career that involves coding?</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Q4</td>
<td>I am confident I know what data science is and can describe it.</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>Q5</td>
<td>I see myself as a data scientist.</td>
</tr>
<tr>
<td>Data literacy</td>
<td>Q6</td>
<td>I feel confident working with real-life data.</td>
</tr>
<tr>
<td>Data literacy</td>
<td>Q7</td>
<td>I feel confident in visualizing data.</td>
</tr>
<tr>
<td>Data literacy</td>
<td>Q8</td>
<td>I feel confident in my ability to extract insights from data (identify patterns, identify anomalies, calculate predictions).</td>
</tr>
<tr>
<td>Digital empowerment</td>
<td>Q9</td>
<td>I feel confident in my ability to use data to solve a real-life challenge.</td>
</tr>
<tr>
<td>Self-efficacy,</td>
<td>Q10</td>
<td>I am confident I can design and create my own technology project, not just something someone tells me to create.</td>
</tr>
<tr>
<td>Digital empowerment</td>
<td>Q11</td>
<td>Given the right tools, could you see yourself making your own interesting app without a teacher’s help?</td>
</tr>
<tr>
<td>Digital empowerment</td>
<td>Q12</td>
<td>I am confident I can make an impact in my own community or in the world using technology.</td>
</tr>
<tr>
<td>Perception of data science</td>
<td>Q13</td>
<td>I want to include data science in technology projects that I create.</td>
</tr>
<tr>
<td>Perception of data science</td>
<td>Q14</td>
<td>I believe using data science would enhance my apps and bring a good beneficial impact to my community or the world.</td>
</tr>
</tbody>
</table>

Table 6.2.: Survey instrument used in the research study.
6.5. Results

This section will present some notable results of the pre- and post-survey answers. We will divide the results into five sections: (1) Motivation: evaluating students’ motivation in learning data science, (2) Data Literacy: evaluating students’ acquired skills through the workshop, (3) Digital Empowerment & Self-Efficacy: evaluating students’ view of themselves and their impact after acquiring data literacy skills, (4) Data Science in App Inventor: evaluating the tool, (5) Perception of Data Science: evaluating the students’ view of the impact of data science.

**Motivation**

The data action framework increased students’ excitement for their mathematics and statistics school subjects.

To assess students’ motivation for learning data science, we inquired about their enthusiasm for subjects they are already familiar with that also intersect with data science. In particular, we asked them about their excitement for Mathematics, Statistics, and Coding. In addition, we asked them about their interest in a future tech career. Figure 6.7 shows their pre- and post-survey answers to the three questions about their motivation for learning data science. The pre-survey results are in blue, and the post-survey results are in red. On the x-axis is a Likert scale of 1 (strongly disagree) to 5 (strongly agree), and on the y-axis is the percentage of participants voting for that choice. This axis description applies to all red/blue bar charts in this chapter.

We see an increase in students’ excitement for mathematics and statistics (see 6.7a) after the workshop in comparison to their excitement for these subjects before the workshop. On the other hand, their interest in coding stayed the same or slightly decreased after the workshop (see 6.7b). This could have two explanations: 1. They have experience with general-purpose programming languages like Python, and therefore block-based programming did not challenge them or excite them enough, as block-based programming is less powerful than languages like Python; 2. The data science code-blocks are abstract and designed to hide underlying complex code, so students assume they do not need programming knowledge to be data scientists.

Their interest in a career that involves coding also slightly decreased after the workshop (see 6.7c). However, their interest in a data scientist role increased by around 7.7 percent after the workshop (see 6.8).
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(a) Results of Q1: How much does math or stats excite you?

(b) Results of Q2: How interested would you be in learning how to code?

(c) Results of Q3: How interested would you be in a career that involves coding?

Figure 6.7.: Results of the pre- and post-survey questions evaluating students’ motivation on a Likert scale
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(a) Results of the pre-survey evaluating students’ future tech career choice

(b) Results of the post-survey evaluating students’ future tech career choice

Figure 6.8.: Results of the pre- and post-survey questions evaluating students’ future tech career choice
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Data Literacy

The data action framework increased students’ confidence in their data literacy skills

We asked the participants to answer four questions before and after the workshop to evaluate the participants’ acquired data literacy skills and, with that, the effectiveness of the data action framework. The questions assessed students’ sense of confidence in (1) data science terminology, (2) working with real-life data, (3) data visualization, and (4) data analysis.

For all four categories, we see in figure 6.9 an apparent increase in participants’ confidence in their data literacy skills compared to before the workshop. The absolute majority agree or strongly agree about their data literacy abilities, with 84.62% for Q4 (see 6.9a), 46.15% for Q6 (see 6.9b), 61.53% for Q7 (see 6.9c), and 69.23% for Q8 (see 6.9d).

After the workshop, in the post-survey, we asked the participants to define what data science means to them (Q17). Some described it in the context of problem-solving: “It means how you can extract information and use math to solve certain problems”, “it means problem-solving”, “data science means to have a challenge you can solve by analyzing and exploring data”. Others defined it by describing the data lifecycle: “I guess data science is the process of identifying problems, collecting, processing and using data to inform decisions”, “it means the process of studying, validating and interpreting data”.

Digital Empowerment & Self-Efficacy

The data action framework empowered students to see themselves as data scientists who could translate their acquired data literacy skills to solve impactful real-world problems using real-world data.

The main goal of the research study is to evaluate how the students’ views of themselves and their impact changed after participating in the workshop. This section presents the results of pre- and post-survey questions that attempt to evaluate that. Figure 6.10 shows the pre- and post-responses to question Q5: “I see myself as a data scientist”. We see a clear increase in students’ view of themselves as data scientists after the workshop. Compared to the pre-results, 15% more agree with the statement “I see myself as a data scientist” after participating in the workshop activities.
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(a) Results of Q4: I am confident I know what data science is and can describe it.

(b) Results of Q6: I feel confident working with real-life data.

(c) Results of Q7: I feel confident in visualizing data.

(d) Results of Q8: I feel confident in my ability to extract insights from data (identify patterns, identify anomalies, calculate predictions).

Figure 6.9.: Results of the pre- and post-survey questions evaluating students’ acquired data literacy skills on a Likert scale
In addition, to measure how the workshop empowered the students, we evaluated their confidence in their ability to solve real-world problems and impact their community. Figure 6.11 shows the pre- and post-survey results of the questions evaluating students’ digital empowerment. Before the workshop, only around 38% of the participants were confident in their ability to solve real-world problems; after the workshop, this increased to around 77% (see 6.11a), showing an apparent increase in their self-efficacy.

As for their ability to make a positive impact using technology, around 47% agreed after the workshop that they can make a positive change in their world using their acquired digital skills. Also, here we see a noticeable positive increase compared to the pre-survey results (see 6.11b).

Furthermore, we examined if students feel capable of creating their own interesting apps without teachers’ help (Q10, Q11). Before the workshop, 53.8% answered “maybe”, 7.7% “I don’t know”, and 38.5% answered yes to the question “given the right tools, could you see yourself making your own interesting app without a teacher’s help?”. After the workshop, the percentage of participants answering “yes” positively increased to 69.2% while the rest, 30.8%, answered “maybe”. This shows an apparent increase in
students’ confidence in their digital literacy post-workshop.

**Data Science in App Inventor**

Students appreciate the simplicity of integrating data science in their mobile apps through drag and drop of ready-to-use code blocks.

In the post-survey, we asked the participants a couple of open-ended questions (Q18 – Q22) to examine their overall experience with the used educational tool, particularly the data science code-blocks in App Inventor. Responses to the post-survey question: “What was the easiest part of working with data science components in app inventor?” (Q18) included: “I liked the coding blocks. It was fairly easy”, “the blocks were easy to read”, “adding to the display as it’s just drag and drop”, “the block coding is the easiest part”, “the logic is pretty simple to understand”, and “not having to type everything”. To summarize, students liked the ease of integrating complex data science algorithms in mobile apps through a simple drag-and-drop of blocks.

For comparison, we asked them: “What was the hardest part of working with data science components in app inventor?” (Q19). We divide their responses into three categories: (1) The connection between App Inventor and the mobile device (Companion App), (2) error handling, and (3) App Inventor UI.

Category (1) includes the following responses: “Was hard at the start to connect to the companion”, “getting the data to show up on the app proved a bit tricky”, “the tablets were not working for a while”, “the connections”. The first setup step during the workshop to connect the starter file with the companion app did not work for most students: They could successfully import the project but not run it on their mobile devices and, thus, could not see the data visualizations at first. This was due to a mistake on our side in the setup of the code blocks responsible for reading data from a spreadsheet. The spreadsheet ID property was not appropriately filled for the component. This mistake occurred through the export and distribution of the starter file.

We identified this issue during the scheduled short break and provided the students with the correct spreadsheet ID to connect their apps. After that, all the students were able to run the app on their mobile devices. This issue is not directly related to our new data science blocks. However, as we see from the participants’ responses, it might have slightly affected our research study results. We explained to the students that unexpected errors like these happen in programming all the time and are part of the learning process.
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(a) Results of Q9: I feel confident in my ability to use data to solve a real-life challenge.

(b) Results of Q12: I am confident I can make an impact in my own community or in the world using technology.

Figure 6.11.: Results of the pre- and post-survey questions evaluating students' digital empowerment on a Likert scale
This leads to the response we categorized as (2) error handling: “It is hard to pinpoint an error”. While it could be related to the issue mentioned above and how long it took to handle it, we take this as a general criticism regardless. We will address it in the open requirements section 7.1.2.

Because the code blocks are abstract and hide coding details for simplicity, finding bugs in the app is harder. Programming languages, like Python, offer more powerful debug tools than block-based programming languages, but on the other hand, are more complex and require a higher learning curve.

The remaining responses fall under (3) App Inventor UI: “The framework can be hard to navigate”, “changing the structure of the designer app and how it looks”, “there are lots of different functions in app inventor that you need to study, so you know which one to use”, “the hardest part was listening while trying to find the right blocks to place”, and “many components look very similar”. The comments mainly focused on how hard it is to find the right block due to App Inventor’s high number of existing blocks. In addition, some students commented on the design (“look and feel”) of the App UI components. We will address improvement suggestions for these in the future work section 7.3.

For Q20, we asked the participants: “How would you change things to improve the experience of using data science when making apps in app inventor?”. Around 23% stated that they are satisfied with the status quo and would not change anything, 30.7% referenced the issue above connecting App Inventor to the mobile devices and suggested improving that to make the connection faster and “seamless”.

The rest of the responses varied, ranging from: “Maybe a definition of the functions under them, so we know what they do”, “I would try to collect more data and use it to further the app development.”, “Mit app inventor’s overall UI is a bit outdated and clunky but other than that it was good”, and “more integration with graphs”.

Furthermore, we asked the participants: “If you had more time, what changes would you make to improve on the last app you made in the workshop?” (Q21). Around 30.7% said they wouldn’t change anything about the app. The rest submitted the following responses (not including similar responses): “Possible add more buttons to isolate similarities between the graph”, “maybe I’d clean up the interface to make it a little more visually appealing”, “I would make more designs”, “I would have the option to extend the graph to see the x-intercept”, “add changes to the graph maybe to show in the coming years what it might look like”, “make another prediction”, and “I would probably get the Anomaly pruning completed”. The responses were divided between improving the app’s UI and improving the implemented data science features.

Figure 6.12 shows the participants’ responses to Q22: “Would you use app inventor data science components again in the future?”. The majority answered “Maybe” (53.8%), while 38.5% said they would use the data science components in App Inventor again.
in the future. We consider this a success given that the participants have previous experience with Python, a more powerful programming language for data science, compared to block-based programming languages.

Figure 6.12.: Results of Q22 from the post-survey: Would you use app inventor data science components again in the future?

Perception of Data Science

The data action framework changed students’ views on the importance of data cleanup and the effect of anomalies on their linear regression results. The majority believe that including data science would enhance their mobile apps.

In this section, we evaluate how the workshop changed the students’ view of data science and its impact. Figure 6.13 shows the pre- and post-survey results of Q13 and Q14. The students were divided for Q13; around 15% did not agree that they would include data science in tech projects they will create in the future, while more than 45% agreed they would, and less than 40% were unsure or did not have a strong opinion regarding that question (see 6.13a). However, the majority believe using data science will enhance their apps and benefit their community and the world, with a noticeable increase in agreement compared to the pre-survey results for the same question (see 6.13b).
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(a) Results of Q13: I want to include data science in technology projects that I create

(b) Results of Q14: I believe using data science would enhance my apps and bring a good beneficial impact on my community or the world.

Figure 6.13.: Results of the pre- and post-survey questions evaluating students’ perception of data science on a Likert scale
Some responses for Q17: “After this class, what does data science now mean to you”, showed a change in students’ perception of data science. They recognized the interdisciplinary nature of data science, responding to Q17 with: “It means to me that data science can be used in a lot of ways”. They also recognized the value of data and the importance of collecting it: “It shows how useful and how important collecting data is to scientists”.

In addition, we asked them a direct, open-ended question to evaluate their view about data science: “How (if at all) did the class and activities change how you think about data science?” (Q16). Three participants stated that the workshop did not change their views, but rather “reinstated” them: “It didn’t change much because I knew already how beneficial data science was to solving problems. It further reinstated that understanding”.

However, the rest of the participants explained how this workshop changed their view on data science: “I thought data science was something you only observe rather than change and interact with”, “it made me understand the importance of regression models more”, “coming into the class, I thought data science would be a lot harder to understand, but it wasn’t”, “this class made me think about context and anomalies in data”, “it made me think more about how anomalies can make noticeable impacts on your data sets”, “I understand what data science is more and the thought process that goes into it. Going, I knew data science obviously worked with data but not exactly how”, “there’s more math than I expected”, “it changed the way I thought about the effects of outliers when applying data analysis”, “yes, now I can understand data science in a more critical way”, and “data science seems fun. Has a lot of patterns to different solutions.”.
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This chapter concludes the thesis by presenting the current status of the educational framework and its related proposed educational tool. We illustrate how we achieved the goals in the objectives section 1.2. Furthermore, we will discuss open requirements and how they could be completed in the future (see 7.1.2) as well as future work that could be built upon this proposed framework (see 7.3).

7.1. Status

This section discusses the achievements realized by the data action educational framework. In addition, we provide an overview of the current status of the proposed educational tool. We compare the system’s status with the requirements defined in subsection 4.2.1. We divide the requirements into three categories:

- **Implemented Requirements**: The objective of the requirement has been achieved, and no additional changes are necessary.
- **Partially Implemented Requirements**: The requirement’s objective is only partially met, necessitating further changes to bring it to a state that meets the client’s acceptance criteria.
- **Not implemented Requirement**: The objective of the requirement is not fulfilled as the requirement is not implemented yet.

7.1.1. Realized Requirements

In this section, we outline the requirements achieved within the context of the 5-months duration of the thesis implementation period. We divide the requirements into two sections: requirements related to the educational framework and requirements related to developing the proposed system in App Inventor.

**Proposed Educational Tool**

Because we relied on the proposed tool in the research study to realize the educational framework, it was crucial to implement all its functional requirements before the study occurred. And have them tested and ready to be used during the study. Therefore, we
prioritized completing a minimal viable product providing the main features needed for
the study (functional and non-functional requirements). After the workshop, we further
improved the system based on the participants’ responses. Table 7.1 shows the status
of the functional requirements. We fully implemented and integrated the functional
requirements for the anomaly detection and the linear regression components of the
data science drawer in App Inventor.

<table>
<thead>
<tr>
<th>Functional Requirements</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR1A Detect Anomalies</td>
<td>●</td>
</tr>
<tr>
<td>FR2A Customize Anomaly Detection Algorithms</td>
<td>●</td>
</tr>
<tr>
<td>FR3A Visualize Anomalies</td>
<td>●</td>
</tr>
<tr>
<td>FR4A Remove Anomalies</td>
<td>●</td>
</tr>
<tr>
<td>FR1B Calculate Linear Regression</td>
<td>●</td>
</tr>
<tr>
<td>FR2B Visualize Prediction Results</td>
<td>○</td>
</tr>
</tbody>
</table>

Table 7.1: Implementation status of functional requirements
● completed - ○ partially completed - ○ incomplete

Table 7.2 shows the status of the non-functional requirements. After observing the
interaction between the research study participants and the tool during the workshop,
we added more code-block descriptions explaining how to use them. In addition,
we removed code-blocks clutter by removing duplicate code blocks and adjusting the
components’ hierarchy to make it easier for the learners to find the code-blocks they
need (NFR1, NFR2).

We added more error handling, for example, warning the user if the detected
anomalies list is empty or if the x-axis and y-axis lists are of different lengths or empty
(NFR3). We optimized the linear regression code-blocks, so the calculation operations
are only executed once, increasing the performance of the code-blocks (NFR5). We
extensively tested the data science components and integrated them into App Inventor’s
main source code, used by more than 18 million users (NFR6, NFR7).

**Proposed Educational Framework**

We created the data action educational framework and tested it with several groups.
We applied the framework in full length (six weeks duration) with UROP students,
where they experienced an entire data science lifecycle: Identified real-world problems
and solved them by building mobile apps with data science capabilities presented in
7. Summary

<table>
<thead>
<tr>
<th>Non-Functional Requirements</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Usability</strong></td>
<td></td>
</tr>
<tr>
<td>NFR1 Ease of Use</td>
<td>●</td>
</tr>
<tr>
<td>NFR2 Efficiency</td>
<td>●</td>
</tr>
<tr>
<td><strong>Reliability</strong></td>
<td></td>
</tr>
<tr>
<td>NFR3 System Errors Prevention</td>
<td>○</td>
</tr>
<tr>
<td>NFR4 Data Loss Prevention</td>
<td>●</td>
</tr>
<tr>
<td><strong>Performance</strong></td>
<td></td>
</tr>
<tr>
<td>NFR5 Response Time</td>
<td>●</td>
</tr>
<tr>
<td><strong>Supportability</strong></td>
<td></td>
</tr>
<tr>
<td>NFR6 Extensibility</td>
<td>●</td>
</tr>
<tr>
<td>NFR7 Maintainability</td>
<td>●</td>
</tr>
</tbody>
</table>

Table 7.2.: Implementation status of non-functional requirements
● completed - ○ partially completed - ○ incomplete

In addition, we implemented a short version of the framework in a 3-hour workshop with high schoolers (ages 16 and 17), where they worked with real-world data to address climate change. They learned about the importance of data cleanup and the effect of anomalies on their prediction results.

7.1.2. Open Requirements

Although we could fulfill all main requirements, there were improvement suggestions and findings resulting from our research study that we did not complete due to the time constraint of this thesis. In the following, we will elaborate on them.

Currently, the “line of best fit” visualization range is as big as the range of the dataset. However, users want to have control over this range and define it themselves, so they can visually see the x-intercept of the line (FR2B).

While we prevent many user errors by, for example, not allowing the code-blocks to snap, we could improve the error handling of the component properties that users need to fill manually. This is not directly related to the data science components. Still, it affects them, which we saw during the workshop when the spreadsheet ID property
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was not appropriately filled for the spreadsheet component, and the user did not receive any error message (NFR3).

In addition, it would be nice to apply the research study workshop again with more high schoolers, especially those who do not have previous experience with a general-purpose programming language (e.g., Python), to verify the assumptions we made in the results section.

7.2. Conclusion

In this thesis, we democratized data science by creating a low-barrier open-source data science toolkit for anyone to learn and experience a data science lifecycle. We integrated the toolkit in App Inventor, enabling millions of users to experiment with data science and integrate data science in mobile apps to solve real-world problems and make an impact.

We empowered learners in many ways through our proposed data action framework. The research study results show that students feel more confident in their data literacy skills after participating in the framework’s activities. They especially learned valuable data cleanup techniques. Students also recognize the power of their newly acquired skills and feel capable of impacting their world through these acquired skills (Goal 3 – see 1.2).

Our work also increased students’ awareness of how data is used in their world and influences their daily lives. It increased students’ critical thinking ability, as they are now aware of how single erroneous data points (anomalies) could spoil analysis results and manipulate citizens to take specific (in some cases, wrong) actions. On the other hand, they realized data science’s power when used for good to make an impact and solve challenging real-world problems (like climate action) based on data evidence (Goal 2 – see 1.2).

We claim that democratizing data science also increased the diversity in this field, motivating more high schoolers of different backgrounds to learn data science and possibly consider data science as their future career path (Goal 1 – see 1.2).

In conclusion, this thesis has significantly contributed to young learners’ data science education (see 1.3). It has introduced a comprehensive data action educational framework encompassing four key areas: defining real-world problems, self-acquiring domain knowledge, critical data analysis, and understanding data’s societal impact.

Additionally, this work has produced a tailored curriculum designed for K-12 students, effectively teaching them these essential data action principles, especially data cleanup, which no related work has covered before. Furthermore, integrating data science components into App Inventor has enabled students to practically apply the
data action framework, allowing them to develop mobile applications with embedded data science features.

Lastly, the results from the research study have provided valuable insights into the efficacy of this framework, demonstrating its ability to empower students with a profound understanding of data’s influence and the practical application of data science to effect positive change within their communities. These key contributions collectively represent a significant step forward in fostering data literacy and data-driven problem-solving skills among the next generation of learners.

### 7.3. Future Work

The work described in this thesis is a promising start for the data action educational framework. We could further develop the work proposed in this thesis to reach and empower even more students with data science. This section illustrates visionary additions to App Inventor and outlines potential areas of research or development for the introduced data action framework that extends beyond the scope of the thesis.

**Data Science Algorithms Variety**

The anomaly detection component currently integrates one type of algorithm, namely the statistical z-score anomaly detection technique. This method assumes that normal data points follow a known statistical distribution, such as a Gaussian (normal) distribution.

It would be beneficial for learners to experiment with different types of anomaly detection algorithms and compare the results of each to know which is more suitable for their dataset. This would allow them to learn when to use which type of algorithms. In the future, we could, for example, add code-blocks for distance-based (neighbor-based, density-based, and clustering), classification, and angle-based anomaly detection techniques in App Inventor.

The same applies to the regression component, which currently supports linear regression only. We could extend this component with further regression types like logistic regression, polynomial regression, decision tree regression, etc.

We have already started researching how to include classification models in App Inventor. We are working on extending the data science framework to include Naive Bayes. We supervise a UROP student, who started brainstorming and sketching mobile app ideas integrating the Naive Bayes algorithm.

We could also explore other machine-learning directions like reinforcement learning or federated learning and add components in App Inventor that would allow beginners to explore and get in contact with these techniques in a simplified way.
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Explore the Integration of Big Data

We currently have the limitation that App Inventor only supports assets of a maximum of 5 MB large. While this dataset size is enough to allow learners to experience a data lifecycle, it would be a great addition to enable learners to experiment with big data. This would require significant changes in App Inventor’s infrastructure to support big data. In addition, the storage of big data would introduce more costs. This might be a challenge for App Inventor as it is a non-profit open-source platform.

Generative AI Assistant

With the rise of generative AI tools like ChatGPT, people started to question whether the skill to write code will be replaced by generative AI in the future. While we believe that generative AI will reshape the way people learn computing, putting the focus on understanding code rather than on writing code, it is still necessary for individuals to have enough knowledge to assess whether the produced code by generative AI is correct or not. Researching the effect of generative AI on our proposed data action framework is an exciting field to delve into as future work.

Tools working with data, like Microsoft Excel, already integrated a generative AI assistant. We could see the same vision for App Inventor data science components. An AI assistant that suggests which type of plots and which type of algorithms to use, depending on the dataset and the identified problem to be solved using the data. This assistant would also help the learner find the blocks they need to implement a specific data science feature, making it easier to navigate App Inventor’s UI.

Data Action Framework for Adults

We have discussed in the context of this thesis the interdisciplinary inherent in data science and the importance of data literacy in almost all fields, even non-technical ones. This opens the opportunity to discover how to empower non-tech-related employees with data literacy skills. The corporate training and development market is constantly growing, and there is a need for data-literate employees. It would be interesting to research how App Inventor and the data action framework could be modified or extended to cater to this target group.

1https://chat.openai.com/
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Research Study — Workshop Slides
Let’s Warm Up with the Guessing Game

1. Find a partner to guess your **favourite food**
2. Reveal **3 pieces of information** about you that helps your partner identify your favourite food
3. Make it challenging for your partner. You get a **point for every wrong guess** they make
4. With every wrong guess, you have to **reveal 1 additional piece of information** about you that would help them guess your favourite food
5. Your partner has a **maximum of 3 trials to guess** your favourite food

- I love travelling to Italy, they have great food there!
- I might be lactose intollerant but I can’t live without cheese. Cheese is the perfect topping on almost everything.
- I love meals that are easy to eat. I can just eat it on the go with my hands
Next Challenge: Climate Change
Next Challenge: Climate Change

Can you see any insights in this data that would help scientists understand climate change?
Links

App Inventor: https://datasci.appinventor.mit.edu/
Let's Try to Find a Correlation
Let’s Try to Find a Correlation

\[ y = mx + b \]
Is Something Messing Up Our Predictions?

Anomalies!!!
Is Something Messing Up Our Predictions?
The Guessing Game as a Data Scientist

Guess my partner’s favourite food

Collected Data:
“I love travelling to Italy, they have great food there!”
“I might be lactose intolerant but I can’t live without cheese. Cheese is the perfect topping on almost everything.”
“I love meals that are easy to eat. I can just eat it on the go with my hands”

Processed Data:
Food:
• Italian food
• Includes cheese
Eating Habit:
• Maybe lactose intolerant
• Easy to eat

Exploration results:
The top famous Italian food: Pasta, Gnocchi, Risotto, Pizza, Lasagne, Caesar Salad, Gelato, Polenta, Ravioli
The Guessing Game as a Data Scientist

Guess my partner’s favourite food

Collected Data:
- “I love travelling to Italy, they have great food there!”
- “I might be lactose intolerant but I can’t live without cheese. Cheese is the perfect topping on almost everything.”
- “I love meals that are easy to eat. I can just eat it on the go with my hands”

Processed Data:
- Food: Italian food, includes cheese
- Eating Habit: Maybe lactose intolerant, easy to eat

Exploration results:
The top famous Italian food: Pasta, Gnocchi, Risotto, Pizza, Lasagne, Caesar Salad, Gelato, Polenta, Ravioli
The Guessing Game as a Data Scientist

Guess my partner’s favourite food

Collected Data:
- "I love travelling to Italy, they have great food there!"
- "I might be lactose intolerant but I can’t live without cheese. Cheese is the perfect topping on almost everything."
- "I love meals that are easy to eat. I can just eat it on the go with my hands"

Processed Data:
- Food: Italian food, includes cheese
- Eating Habit: Maybe lactose intolerant, easy to eat

Exploration results:
- The top famous Italian food: Pasta, Gnocchi, Risotto, Pizza, Lasagna, Caesar Salad, Gelato, Polenta, Ravioli
Survey – Last Activity

Abbreviations

UI  User Interface

ML  Machine Learning

AI  Artificial Intelligence

UROP  Undergrad Research Opportunities Program

YAIL  Young Android Intermediate Language

AIA  App Inventor Android

JSON  JavaScript Object Notation

XML  Extensible Markup Language

SCM  Scheme

APK  Android Packaged

DTL  Decision Tree Learning

RAISE  Responsible AI for Social Empowerment and Education
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